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Abstract

In process mining, models of processes are built and analysed using large sets of sequential data.
Typically, this data is exported from modern IT systems, and analysed for organisational improve-
ment and optimisation. Process mining has been applied to businesses, hospitals, and governments,
in domains from manufacturing to education. The probability of particular behaviours or events is
important in understanding the behaviour of an organisation, for allocating resources, improving
processes, and managing risks. However, techniques for automatic construction and analysis of
stochastic process models are few and limited.

This research investigates algorithms and techniques for such analysis using models built using
information on event frequency. It contributes solutions to discover stochastic models, calcu-
late metrics and stochastic languages for such models, and investigates novel data sources with
stochastic process mining techniques. Process models investigated are labelled stochastic nets that
are extensions of Petri Nets and process trees.

The automatic construction of process models is termed process discovery. Novel algorithms for
process discovery are introduced, including those which annotate an existing non-stochastic model,
and those that require only sequential data as an input. A discovery framework, the Toothpaste
Miner, is proposed, using weighted process trees for direct discovery from sequential data in event
logs. The formal properties of these Probabilistic Process Trees (PPTs) are leveraged for these
algorithms, which are based on reduction rules for identified tree patterns. These are evaluated by
experimental comparison against existing stochastic discovery techniques, showing improvements
in the breadth of supported logs and in quality metrics. A separate discovery algorithm, the State
Snapshot Miner, is developed for discovery of labelled stochastic Petri nets from sequential data
on concurrent states. This is applied to a dataset of Qing dynasty civil service records to create
career promotion models for use by historians of the period. The application of process mining to
data predating modern IT systems is also novel.

The topic of comparing and analysing existing process models is termed process conformance.
For stochastic process models, an important problem is calculating the probability a given se-
quence of activities can happen under a particular process model, termed the trace probability
problem. Two novel solutions to this problem are presented, one using PPTs, and another with
labelled stochastic Petri nets. Both involve approximation according to an input parameter and
complement existing techniques.

The problem of classifying quality metrics in useful conceptual categories on stochastic process
models is also investigated. An empirical study is performed on a large dataset of stochastic
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process models and metrics. The dataset is generated using real-life logs across multiple domains.
Three quality dimensions for stochastic models are proposed: Adhesion, Relevance, and Simplicity.

Secondary contributions for log generation and model discovery using genetic mining are also
included in this research, and public software implementations are provided for new techniques.

Keywords
process mining, stochastic process mining, process discovery, process conformance, Probabilistic
Process Trees, Toothpaste Miner, Stochastic Petri nets, trace probability, process quality dimen-
sions, adhesion, relevance, simplicity

ii Process Mining with Labelled Stochastic Nets



Contents

Abstract i
Keywords . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

Contents iii

List of Figures viii

List of Tables xi

List of Symbols xii

Acknowledgements xiv

1 Introduction 1
1.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.1.1 Petri Nets as Process Models . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.2 Discovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.3 Conformance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1.4 Quality Dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.5 Applications and Neighbouring Fields . . . . . . . . . . . . . . . . . . . . . 10
1.1.6 Research Gaps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.2 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3 Solution Criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4 Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.5 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.6 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.6.1 Research Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.6.2 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.7 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2 Preliminaries 19
2.1 Foundations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.1.1 Sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1.2 Multisets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

Process Mining with Labelled Stochastic Nets iii



CONTENTS CONTENTS

2.1.3 Probability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Activities and Languages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Petri Nets and Their Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4 Automata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5 Process Mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.5.1 Logs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.5.2 Conformance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3 Discovery By Weight Estimation 27
3.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2 A Framework for SLPN Discovery . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3 Estimators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.3.1 Frequency Estimator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3.2 Activity-Pair Frequency Estimators . . . . . . . . . . . . . . . . . . . . . . 30
3.3.3 Mean-Scaled Activity-Pair Frequency Estimator . . . . . . . . . . . . . . . 31
3.3.4 Fork Distribution Estimator . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3.5 Alignment Estimator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.4 Implementation and Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.5 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.6 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4 Discovery With Probabilistic Process Trees 41
4.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.2.1 Weighted Automata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2.2 Operations on Weighted Automata . . . . . . . . . . . . . . . . . . . . . . . 44

4.3 Probabilistic Process Trees (PPTs) . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3.1 Tree and Operator Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3.2 Petri Net Translation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3.3 Translation Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3.4 Determinism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.4 Discovery - Toothpaste Miner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.4.1 Direct Toothpaste Miner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.4.2 Incremental Discovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.4.3 Classification By Quality Criteria . . . . . . . . . . . . . . . . . . . . . . . . 61
4.4.4 Rule Determinism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.5 Concrete Rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.5.1 Helper Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.5.2 Preserving Compressions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.5.3 Fitness and Precision-Preserving With Stochastic Information Loss . . . . . 68

iv Process Mining with Labelled Stochastic Nets



CONTENTS CONTENTS

4.5.4 Fitness-Preserving Lossy Reductions . . . . . . . . . . . . . . . . . . . . . . 73
4.5.5 Simplifying Lossy Reductions . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.5.6 Normal Form . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.6 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.6.1 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.6.2 Evaluation Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.7 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.7.1 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.7.2 Alternative Semantics and Connections To Process Algebras . . . . . . . . 85

4.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5 Trace Probability With Probabilistic Process Trees 88
5.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2 WSFAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.2.1 Automata Without Silent Loops . . . . . . . . . . . . . . . . . . . . . . . . 91
5.2.2 Approximating Loops Including Silence . . . . . . . . . . . . . . . . . . . . 92

5.3 PPTs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.3.1 Loud Trees and τ -Boundedness . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.3.2 Serial Trees . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.3.3 Concurrent Trees . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.3.4 Example Trace Probability Calculation . . . . . . . . . . . . . . . . . . . . 98
5.3.5 Complexity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6 Stochastic Process Quality Dimensions 103
6.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

6.2.1 Discovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.2.2 Quality Dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.2.3 Conformance of Stochastic Process Models . . . . . . . . . . . . . . . . . . 106

6.3 Experiment Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.3.1 Choice of Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.3.2 Stochastic Language Estimation with Play-out Logs . . . . . . . . . . . . . 110
6.3.3 Stochastic Evolutionary Tree Miner (SETM) . . . . . . . . . . . . . . . . . 112
6.3.4 Model Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.3.5 Detailed Exploration Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.4.1 Quantitative Analysis For Component Identification . . . . . . . . . . . . . 116
6.4.2 New Metrics Yield New Components . . . . . . . . . . . . . . . . . . . . . . 118

6.5 Quality Dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.5.1 Three Model-Log Quality Dimensions . . . . . . . . . . . . . . . . . . . . . 120

Process Mining with Labelled Stochastic Nets v



CONTENTS CONTENTS

6.5.2 Dimensional Realist View . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
6.5.3 Native Metrics View . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.5.4 Dimensions In Use On Example Models . . . . . . . . . . . . . . . . . . . . 123

6.6 Discussion and Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
6.6.1 Contrasting Dimensional Interpretations . . . . . . . . . . . . . . . . . . . . 126
6.6.2 Potential Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
6.6.3 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

6.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

7 State Snapshot Discovery and Qing Civil Service Case Study 130
7.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
7.2 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
7.3 Discovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

7.3.1 State Snapshots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
7.3.2 Discovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
7.3.3 Implementation and Visualisation . . . . . . . . . . . . . . . . . . . . . . . 137

7.4 Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
7.4.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
7.4.2 Data Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
7.4.3 Early Career Path Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

7.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
7.5.1 Domain Expert Insights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
7.5.2 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

7.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

8 Conclusions 148
8.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
8.2 Evaluation Against Solution Criteria . . . . . . . . . . . . . . . . . . . . . . . . . . 149
8.3 Limitations and Open Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
8.4 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

Appendix 153

A Tools 155
A.1 Stochastic Process Discovery Miners . . . . . . . . . . . . . . . . . . . . . . . . . . 155

A.1.1 Estimators For Stochastic Discovery . . . . . . . . . . . . . . . . . . . . . . 155
A.1.2 Toothpaste Miner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
A.1.3 Stochastic Evolutionary Tree Miner (SETM) . . . . . . . . . . . . . . . . . 156
A.1.4 State Snapshot Miner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

A.2 Conformance Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
A.2.1 PPT Trace Probability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
A.2.2 Conformance Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
A.2.3 Quality Dimension Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

vi Process Mining with Labelled Stochastic Nets



CONTENTS CONTENTS

A.3 Log Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
A.3.1 Stochastic Playout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

A.4 Other Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
A.4.1 Petri Net Fragments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
A.4.2 Delimited Text Log Parser . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
A.4.3 Chernoff Faces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

B Estimator Detailed Results 159

Bibliography 168

Process Mining with Labelled Stochastic Nets vii



List of Figures

1.1 Wells Cathedral steps, Somerset, UK, 1948. © Copyright Crown copyright. NMR
ref: aa66/00136 [1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 High level process mining overview. . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 A Petri net describing a basic insurance claim process, specifically, a Stochastic

Labelled Petri Net (SLPN). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1 Example SLPN. An SLPN with weights removed is a labelled place-transition net. 22
2.2 Example SFA model for travel choices. . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.1 Framework for SLPN Discovery with estimators. . . . . . . . . . . . . . . . . . . . 29
3.2 Running example of an event log and a Petri net, and the estimators. . . . . . . . 30
3.3 Estimator experimental evaluation design. . . . . . . . . . . . . . . . . . . . . . . . 34
3.4 Results on BPIC 2018 Control log categorized by {estimator}-{control flow al-

gorithm}, plus GDT_SPN discovery. . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.5 Results on BPIC 2018 Reference log. . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.6 Run times for control flow discovery and weight estimation by event and trace count.

12 hour time out for GDT_SPN discovery [130] on sepsis log is excluded. . . . . . 37

4.1 Example WSFA model for travel choices, Etdrive. . . . . . . . . . . . . . . . . . . . 43
4.2 Two sequential trips, Etdrive ++Etdrive. . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3 Two trips executed in a race, Etdrive ||Ettrain. . . . . . . . . . . . . . . . . . . . . 46
4.4 Detail of a claims process as a Probabilistic Process Tree (PPT). . . . . . . . . . . 46
4.5 PPT translation example to SLPN and equivalent WSFA, giving the semantics. . . 52
4.6 SLPN. The PPT to SLPN translation cannot produce this net. . . . . . . . . . . . 53
4.7 An SLPN which cannot be generated by the PPT root rule. . . . . . . . . . . . . . 53
4.8 Example SLPNs where nesting concurrency operators do not have the same stochastic

language as a single concurrent parent operator. . . . . . . . . . . . . . . . . . . . 54
4.9 Concurrency operator changing the weight impact of silence. . . . . . . . . . . . . 55
4.10 Discovery example using the Direct Toothpaste Miner (dtm). . . . . . . . . . . . . 59
4.11 SLPN output for dtm(LE), seen in Figure 4.10. . . . . . . . . . . . . . . . . . . . . 59
4.12 Rule categories by information preservation. . . . . . . . . . . . . . . . . . . . . . . 62
4.13 Example transformation to PPT normal form. . . . . . . . . . . . . . . . . . . . . . 80

viii Process Mining with Labelled Stochastic Nets



LIST OF FIGURES LIST OF FIGURES

4.14 Haskell code for Geometric abstraction FPL.3 . . . . . . . . . . . . . . . . . . . . . 81

4.15 Earth Movers’ Distance (EM) and Existential Precision (XPU) for stochastic pro-
cess miners across six real-life or realistic logs. . . . . . . . . . . . . . . . . . . . . . 83

4.16 Model mined by Toothpaste dtm from the teleclaims log. . . . . . . . . . . . . . . . 84

4.17 Model mined by Toothpaste dtm from the BPIC2018 control log with 0.1 noise
reduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5.1 Example WSFA model, E1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.2 Example WSFA with silent loop, Eτloop. . . . . . . . . . . . . . . . . . . . . . . . . 92

5.3 Detail of a claims process as a Probabilistic Process Tree (PPT). Repeat of Figure 4.4. 93

5.4 Example PPT usilent with sequence, choice and a silent activity. . . . . . . . . . . 98

5.5 Example PPT uloop with sequence, choice and probabilistic loop operators, as well
as a silent activity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

6.1 Experiment design, generating a broad range of models from event logs from differ-
ent domains, then applying metrics to them for analysis. . . . . . . . . . . . . . . . 107

6.2 An example of applying an Add Node mutation on a PPT. The activity to add and
the location in the tree are chosen randomly during mutation. . . . . . . . . . . . . 113

6.3 Correlation between exploration metrics, Experiment 2. . . . . . . . . . . . . . . . 116

6.4 Scree plot of percent of variance explained by each principal component, sorted in
descending order, on PCA for exploration metrics in Experiment 2. . . . . . . . . . 117

6.5 Exploration dataset scatterplot against PCA components 1 and 2. Ellipses and
colour distinguish source logs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

6.6 PCA biplots for selected metrics on the discovery dataset, comparing three compon-
ents. The approximate orthogonality of the Native Metrics Earth Movers’ Distance
(EM), Simplicity by Edge Count (SSEDC), and Entropic Relevance Zero Order
(HRZ) can be observed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

6.7 3D plot of metrics Trace Generalization by Uniqueness (5) (TGF), Entropic Rel-
evance Zero Order (HRZ), and Simplicity by Edge Count (SSEDC), against PCA
dimensions for those three metrics, on the exploration dataset. . . . . . . . . . . . 123

6.8 Models exemplifying adhesion and entropy variations relative to log LE . . . . . . 124

6.9 Model exemplifying adhesion and entropy variations relative to log LF and LG . . 125

7.1 A civil servant roster jinshenlu page from 1897 (volume: Juezhi Quanlan, Guangxu
23, Winter) for a Board Director (郎中), person_id 188420067500 in the CGED-Q
database. Harvard Yenching Library. . . . . . . . . . . . . . . . . . . . . . . . . . . 131

7.2 Example Place-labelled Petri net. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

7.3 Model for two sample officials career paths (SLE) discovered by the State Snapshot
Miner. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

7.4 ORM conceptual schema for Qing Civil Service Promotions data held by the CGED-Q.140

Process Mining with Labelled Stochastic Nets ix



LIST OF FIGURES LIST OF FIGURES

7.5 Flow chart of appointments for jinshi 進士 degree holders after taking the palace
exam, adapted from a recent study [46, p96]. Ranks are shown by (Rn), with R1
being the most senior. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

7.6 Roles held by officials who placed first in the palace exam (状元), in the first three
years of their career, 1830-1904. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

7.7 Roles held by officials who placed first in the palace exam (状元), in the first five
years of their career, 1830-1904. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

7.8 Roles held by officials placed in Tier 1 or 2 in the palace exam, in the first three
years of their career, 1830-1904. Top seven roles with rank conflation on remainder,
noise reduction 0.08%. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

8.1 The Hall of Literary Profundity, (文淵閣) in Beijing. It is the two-storey building
on the left. Photograph by Balon Greyjoy [76]. . . . . . . . . . . . . . . . . . . . . 154

B.1 Results on BPIC 2013 closed log. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
B.2 Results on BPIC 2013 incidents log. . . . . . . . . . . . . . . . . . . . . . . . . . . 161
B.3 Results on BPIC 2013 open log. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
B.4 Results on BPIC 2018 Control log. . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
B.5 Results on BPIC 2018 Dept log. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
B.6 Results on BPIC 2018 Reference log. . . . . . . . . . . . . . . . . . . . . . . . . . . 165
B.7 Results on Sepsis log. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

x Process Mining with Labelled Stochastic Nets



List of Tables

1.1 Reference Public Event logs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.2 CGED-Q Log Subset Statistics, 1830-1904 . . . . . . . . . . . . . . . . . . . . . . . 16

4.1 Translation of PPTs to SLPNs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2 PPT transformation rule classification by impact on determinism, given u1 = tr(u)

for some rule tr. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3 Discovery Evaluation Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.4 Summary statistics for different miners and logs. . . . . . . . . . . . . . . . . . . . 85

6.1 Event logs for dimensions experiments.. . . . . . . . . . . . . . . . . . . . . . . . . 108
6.2 Metrics and their design rationale. . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.3 Dimensional realist factors and constants from exploration metrics, after min/max

scaling. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.4 Dimensional realist factors and constants from exploration metrics, no scaling. . . 122
6.5 Dimensional realist min/max from exploration metrics. . . . . . . . . . . . . . . . . 123
6.6 Native metrics for Adhesion, Relevance and Simplicity, chosen by joint PCA ortho-

gonality and conceptual linkage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.7 Quality metrics for paradigm examples in Figures 6.8 and 6.9 . . . . . . . . . . . . 125

7.1 Example state log excerpt, SLE , from CGED-Q data. . . . . . . . . . . . . . . . . 135
7.2 CGED-Q Log Subset Statistics, 1830-1904 . . . . . . . . . . . . . . . . . . . . . . . 142

B.1 Discovery technique overview, with estimators and their control-flow in alphabetical
order by short name. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

Process Mining with Labelled Stochastic Nets xi



List of Symbols

Symbol Meaning Definition Page
A the universe of activities Section 2.2 20
B(C) multiset (bag) of set C Section 2.1.1 19
B+(C) real-valued multiset of set C Section 2.1.2 20
det determinism of Probabilistic Process Trees (PPTs) Definition 27 55
L the universe of event logs Definition 11 24
L+ the universe of play-out event logs Definition 36 104
P(C) powerset of set C Section 2.1 19
PN set of all place-transition nets Definition 4 21
PPT set of all Probabilistic Process Trees Definition 25 47
SL set of all State-Snapshot Logs Definition 43 135
SN set of all Stochastic Labelled Petri Nets (SLPNs) Definition 8 22
WS set of all Weighted Stochastic Finite Automata (WSFAs) Definition 21 43
Ñ sequence operator in Probabilistic Process Trees Definition 25 47
ˆ choice operator in Probabilistic Process Trees Definition 25 47
^ concurrency operator in Probabilistic Process Trees Definition 25 47
⟳n fixed loop operator in Probabilistic Process Trees Definition 25 47
⟳p probabilistic loop operator in Probabilistic Process Trees Definition 25 47
++ concatenation of Weighted Stochastic Finite Automata Definition 22 44
\ union of Weighted Stochastic Finite Automata Definition 23 44
|| race between Weighted Stochastic Finite Automata Definition 24 45

„
ðñ stochastic preservation on Probabilistic Process Trees Definition 32 65
⇛c preserving compression rule Section 4.4.3 61
ñfps fitness and precision preserving rule Section 4.4.3 61
ñfs fitness preserving rule Section 4.4.3 61
ñs simplifying lossy rule Section 4.4.3 61
Ψ merge on Probabilistic Process Trees Section 4.5.1 65
–c similarity on Probabilistic Process Trees Section 4.5.1 65
‚ quantification separator Section 2.1 19
xa, by a sequence of elements a and b Section 2.1.1 19

Continued on next page

xii Process Mining with Labelled Stochastic Nets



LIST OF TABLES LIST OF TABLES

List of Symbols – continued from previous page
Symbol Meaning Definition Page
X˚ set of sequences over X Section 2.1.1 19
Γ scaling function on Probabilistic Process Trees Section 4.5.1 65
σ a trace Definition 1 20
τ the silent activity Section 2.2 20
Θ a stochastic language Definition 2 20
Pr a probability function Section 2.1.3 20
wa gives the WSFA for a PPT Definition 25 47
tg the trace language of a model Definition 3 20
u a Probabilistic Process Tree Chapter 4 41
GSPN Generalized Stochastic Petri Net Definition 9 22
PLPN Place-labelled Petri Net Definition 40 134
PPT Probabilistic Process Tree Definition 25 47
SDFA Stochastic Deterministic Finite Automaton Definition 10 23
SFA Stochastic Finite Automaton Definition 10 23
SLPN Stochastic Labelled Petri Net Definition 8 22
WSFA Weighted Stochastic Finite Automaton Definition 21 43

Process Mining with Labelled Stochastic Nets xiii



Acknowledgements

Thanks to all of the following people who helped me on this journey.
My supervision team, and publication co-authors, Professor Sander Leemans, Professor Moe

Wynn, and Professor Arthur ter Hofstede, for their high standards and thoughtful criticism
throughout. Both Sander Leemans and Moe Wynn had turns as active and engaged primary
supervisors. Particular thanks go to Sander Leemans for his sustained and energetic involvement,
even after moving to another continent.

My family, for their love, support, and distractions.
Professor Wil van der Aalst, the godfather of process mining, who helped co-author the pub-

lications on quality dimensions for stochastic models, reported on in Chapter 6.
Dr Artem Polyvyanyy, for pointing out that the entropic relevance measures used in Chapter 6

could be straightforwardly extended to any model whose stochastic language was known, and for
feedback on the discovery techniques in Chapter 3.

Professor Cameron Campbell, my co-author on work applying process mining to Qing civil
service data, reported on in Chapter 7. Also Dr Chen Bijia and the other members of the Lee-
Campbell Group who shared insights on the fascinating CGED-Q dataset.

Adam Banham, who contributed to and collaborated on process mining tools for the Python
language, including some of those in Appendix A.

Dr Nick Kelly, who understood why I was quoting Deleuze in a thesis on process mining.
All of the smart young bin chickens in the QUT IS Reading Group, and the other students

and staff in the School of Information Systems.
This thesis has benefited from the brilliance of all of the people above. Any remaining mistakes

are my own.
This research was supported by an Australian Government Research Training Program Schol-

arship with Fees Offset, and by research assistant funding from the QUT Centre of Data Science.
Travel to RWTH Aachen and the 2022 Process Mining Summer School was supported by the PADS
and BPM groups at RWTH Aachen, the QUT Short Term Mobility Program, and the Process
Science group at QUT. Computational resources used included those provided by the eResearch
Office at QUT.

The study conducted in Chapter 7 of this thesis was approved by the QUT Human Research
Ethics Committee, project 4930, approval number 2022-4930-11779.

xiv Process Mining with Labelled Stochastic Nets



Chapter 1

Introduction

If this is the beginning of the process,
everything is also over at this point. All
the weaver now has to do is run the
program woven in advance.

Sadie Plant
Zeroes and Ones [125]

The most basic question in process mining [6] is simply: What happened?
Process mining is a problem of unsupervised learning of hidden structures. Some process has

been going on. Lots of facts are available. We use them to build an image of what happened.
Sometimes, in the world, our materials can show us things that happened. Figure 1.1 is a

photograph of some stone steps within Wells Cathedral in Somerset. People have been walking
up these handsome steps for more than seven hundred years, making choices about whether to
go straight ahead or to continue spiralling up the stairs to the right, subtly adjusting their path
accordingly. The behaviour of the visitors is revealed to us in the stone.

Not all materials show us the behaviour of their users so straightforwardly. However, in an
era of modern computing, data can be used to create descriptions of behaviour through indirect
means. Process mining works with sequential data, like the steps of people ascending a staircase.
When you don’t have a photograph, process mining can draw you a picture of the paths processes
follow. By considering path probability, stochastic process mining [94] gives you more detail: it
can show you the wear on the steps.

Though visualisation is important, and we’ve just used a visual metaphor to introduce it,
process mining is not just a data visualisation technique. Process mining visualisations are down-
stream derivations of process models. Models typically have a formal mathematical basis, such
as automata, transition systems, or declarative rules. So to be more technically specific, process
mining provides ways of computationally interpreting sequential data, and models of that data.
The phenomenon being studied is considered a process, and the sequential records it produces are
called traces. A collection of traces is termed a log. Typically, traces are considered sequences
of events, and so logs are usually referred to as event logs in process mining work, including in
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Figure 1.1: Wells Cathedral steps, Somerset, UK, 1948. © Copyright Crown copyright. NMR ref:
aa66/00136 [1].
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Process Log Model

Metrics Quality dimensions �

discover

generate

Figure 1.2: High level process mining overview.

Chapters 3-6 of this thesis.
Formal definitions for these terms, as used in this thesis, are in Chapter 2, but the basic ideas are

not challenging. When logs are transformed into models, that is process discovery. When models
are turned into logs, that is log generation. When either logs or models are compared, it falls
under the topic of process conformance. Individual artifacts, or more often, their comparison, can
produce summary numbers, and these are metrics. There are many process mining metrics [64].
When trying to evaluate model quality, it is useful to categorise metrics according to the underlying
regularity or concept they are trying to measure. In process mining, these concepts are termed
quality dimensions. Figure 1.2 illustrates these different process mining elements. This thesis
contributes research in process mining for stochastic models, including discovery, conformance
metrics, and quality dimensions.

Stochastic process mining has been identified as a key research challenge [5]. Using stochastic
models, we can provide quantitative answers to questions such as how likely a particular sequence
of activities is. We can do more precise comparisons of models and logs that account for not
only the existence of paths, but their probability mass. Probability is relevant to cost or resource
usage calculations, and stochastic process models are used in predictive analytics. Discovering such
models automatically provides cheap starting points for such use cases. Such models automatically
incorporate special cases represented in large input data sets, even if the models are later refined
by a human analyst.

This chapter introduces the thesis. Related research is surveyed in Section 1.1. Research
questions are laid out in Section 1.2. Criteria for successful solutions are advanced in Section 1.3,
and the research approach in Section 1.4. Section 1.5 describes the real-world data sets used.
A summary of contributions, including publications, is in Section 1.6, and Section 1.7 shares an
outline of the overall thesis.

1.1 Related Work

We start by informally introducing a key structure in process mining, Petri nets. A detailed liter-
ature survey then considers stochastic process discovery, conformance metrics, quality dimensions,
and applications. Different data structures change what can be easily calculated or represented,
an effect known as representational bias [6, p118], and we review process mining representations
along with process mining techniques. Lastly consider work in neighbouring fields.
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1.1.1 Petri Nets as Process Models

Before proceeding with the survey of related work, it is worth previewing a modelling structure
heavily used in process mining, as well as in every chapter of this thesis: the Petri net [6, p78-
83],[20]. Petri nets are a family of nets made up of places (shown as circles or ovals) and transitions
(shown as rectangles), where state is indicated by tokens occupying places, and possible changes
of state are controlled by tokens proceeding through transitions via their directed edges. They are
considered the “oldest and best investigated process modeling language allowing for the modeling of
concurrency” [6, p59]. Figure 1.3 shows a Petri net process model. This is a simple insurance claim
process with claims being approved or rejected, and activities to close a claim and advise the client
who made it. This particular model is a stochastic model, specifically, a Stochastic Labelled Petri
Net (SLPN) [100], where the numeric weights can be used to derive transition probabilities. This
model also contains silent transitions, which are not observable, and are conventionally labelled
with τ . Formal specifications of Petri nets and important variants are in Definitions 4,7,8,9, and 40.

approve
claim : 52

reject
claim : 431

τ : 483

close
claim : 248

τ : 235

advise
claimant: 117.5

τ : 117.5

τ : 483

Figure 1.3: A Petri net describing a basic insurance claim process, specifically, a Stochastic La-
belled Petri Net (SLPN).

If we take the numeric weights out of Figure 1.3, the model describes what paths are possible,
but not their probabilities. This is a common form of control-flow model in process mining. Going
back to the cathedral staircase, a control-flow model can tell you which steps have been used, but
not which are most worn. (Desire lines - such as the tracks worn in grass by pedestrians - are a
well-established analogy in process mining [6, p43].)

As well as the stochastic perspective, other types of model, with other perspectives, are possible
too, such as a data perspective where additional data-aware guards are part of the model, or
resource perspectives which track the humans, teams, or machines involved in particular parts of
a process. These can also combine interestingly with the stochastic perspective, for example, in
understanding the probability that a certain teammate gets a particular task. The focus of this
thesis, though, is on process mining with stochastic models.

1.1.2 Discovery

Discovery is fundamental to process mining as it provides the models which all other activities
rely on.

4 Process Mining with Labelled Stochastic Nets
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Stochastic Finite Automaton Discovery Key formalisms in probabilistic automata are
Stochastic Finite Automatons (SFAs) [152] and Stochastic Deterministic Finite Automata (SD-
FAs) [152]. SDFAs are deterministic in the sense there is no ambiguity in path selection given the
next activity in a trace. SFAs are state machines where transitions are governed by a probability
function. HMMs can be represented as SFAs [92], as can stochastic forms of Petri nets [66].

Discovery algorithms for SDFAs include the state merging algorithms Alergia [44] and
MDL [147]. These work in polynomial time, and Alergia was competitive in the most recent
real-world trials [150]. These predate process mining as a field, and pay less attention to prob-
lems of conflicting labels or concise human-readable diagrams. The earliest technique we have
identified explicitly on the topic of automatic mining for probabilistic workflows builds depend-
ency graphs with probabilities from event log samples [83]. It is from 2000 and draws inspiration
from Alergia. These dependency graphs are related to SFAs. Logical deduction and reducing
transformations are used in the dependency graph technique, but described at only a high level.

Hidden Markov Model Discovery Another early technique explicitly on the topic of auto-
matic mining for probabilistic workflows is an algorithm for constructing AND-OR graphs from
event logs [138], including a mechanic for hidden tasks. Reuse and direct extension of this result is
limited by the use of an AND-OR graph representation, the use of small-scale simulated workflow
data as input, and advances in process mining art (e.g., concurrency detection) since 2005. This
early research does not use the term “event log”. The algorithm implicitly uses a Hidden Markov
Model (HMM) [92], a widely studied structure for analysing the probabilities of hidden states.

HMMs are used as the output of separate automated process discovery programs for resource
usage [45] and event pathway pruning [12, 13]. The pruning approach [12] uses event log data to
prune unlikely event pathways from an initial HMM where all tasks may transition to one another
(cousin to the Petri net “flower model” [6, p189 and Fig 6.23]). This may also have applications
as a repair technique. Experiments conducted were on healthcare models of seven tasks or less.
The HMM structure may be a productive choice for the healthcare domain, where activities may
often combine in many different orders. In these domains, it has been noted that process model
representations may result in “spaghetti models” [6, p411] with many interconnecting arcs, which
can be confusing to visualise and challenging to reason about. By assuming full interconnection
up front, HMMs use a kind of spaghetti model by default, which may give them advantages in
reasoning in domains with highly interconnected processes, and introduce hard to visualise models
that are unnecessarily complex in other settings. In stochastic resource usage discovery [45], HMMs
for resource usage per state are built via a frequency matrix of observed direct-follows relations
in the event log. This is a useful result but the process model itself is built from a variant of the
alpha algorithm, a simple baseline algorithm with known weaknesses when used on real event log
data [6, p165]. HMMs have also been used for interactive process exploration [55].

Process Discovery With Stochastics and Control-Flow Within the last decade some tech-
niques explicitly advertise themselves as solutions for stochastic process discovery.

A key contribution to stochastic process discovery, used as a baseline in this thesis, is a tech-
nique for constructing Generally Distributed Transition Stochastic Petri Nets (GDT_SPNs) from
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event logs [130, 129]. GDT_SPNs are a generalisation of Petri nets which allow arbitrary stat-
istical distributions to be associated with the execution time of each transition. The discovery
algorithm is a multi-stage process. First a control-flow discovery algorithm is run on the event
log. Then alignments [6, p256] are calculated to repair the control-flow model. Finally a statistical
distribution estimation procedure is performed over each transition. A public implementation is
available. The implementation of this plugin in ProM 6.9 and later uses the Inductive Miner [96,
97] internally as an initial control flow discovery step, which has been updated from the gradient-
descent procedure described in [130]. GDT_SPN discovery does not explicitly consider duplicate
transition labels or silent transitions, and the implementation does not always produce a model
on public reference logs [95].

This reuse of a control-flow model as an input to a stochastic estimation step is shared by
a technique discovery of Stochastic Labelled Petri Nets with dynamic weights [99]. The impact
of data, in the form of state variables, is the concern of a different estimation technique which
produces Data-aware Stochastic Petri Nets [112]. These are Petri nets enriched with data variables
and predicate guards, as well as weights on transitions. This structure allows more fine-grained
reasoning around key variables, such as the amount of a requested loan.

Stochastic forms of Petri nets are a widely used model representation in this literature survey.
They are interoperable with a number of conformance techniques and other computational tools
that accept interchange formats such as the Petri Net Markup Language (PNML) [2]. Other
models have also been employed. As a means of testing a conformance metric for stochastic
process models [126], a discovery technique repurposes the Direct Follows Graph Miner [103], and
annotates the result with direct follows frequencies to obtain a stochastic Direct Follows Model.
One such technique uses Bayesian networks with non-classical probability [117]. This is the only
use of non-classical probability in the survey, though the technique is constrained to exclude loops
and concurrency. Bayesian inference by itself yields probability estimates for particular events, but
no visualizable model, leading commentators to conclude it cannot be directly applied to process
mining [29]. Probabilities obtained with Gibbs sampling [73] have been successfully combined with
an input control flow model for stochastic process discovery [86]. The RegPFA framework [29]
does prediction by parameter estimation. RegPFA uses an internal model for prediction based on
Baum-Welch [19]. It outputs a noise-filtered Petri net model, which emphasizes understandability
against precision, and elides stochastic information.

Construction of models for complex simulation of business processes can include stochastic
process discovery. Simod [38] is a tool for discovering Business Process Modelling Language
(BPMN) models for business process simulation. The model produced includes stochastic and
time annotations, calculated by replay and alignment of the event log, and therefore does a form
of stochastic process discovery by estimation. The integration of resource, time and activity models
is a key goal and the simulation has been refined using deep learning techniques [37].

Queue discovery in stochastic process mining has been investigated using two separate formal-
isms, Process Trees [134] and Queue-Enabling Colored Stochastic Petri Nets (QCSPNs) [135]. The
Process Tree approach is informed by statistics theory and uses both Bayesian and Markov-Chain
Monte-Carlo fitting. QCSPNs are a novel construct allowing projection into Queuing Networks
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and exploitation of analysis results for those structures.

Declarative Models Process mining techniques exist that are not centred on control-flow mod-
els. Declarative workflows [4],[6, p266] are expressed in terms of logical constraints on a process: a
certain combination of things is not allowed, but everything else is. Control-flow models and their
stochastic extensions, as discussed above, express everything that is allowed, with everything else
being disallowed. Unlike Petri nets and other graph-based models, declarative models do not have
a widely used and accepted visualisations.

Techniques for automatic process discovery of probabilistic declarative models have also been
proposed [21, 22, 108]. This includes extending the constraint-based language, Declare to a
probabilistic variant ProbDeclare [109].

1.1.3 Conformance

It is one thing to obtain a process model; it is another to know if it’s any good. Measuring
the quality of models against either logs, or other models, is the concern of process conformance.
Carmona defines conformance checking as “analysis of the relation between the intended behaviour
of a process as described in a process model and event logs” [43, p3], and van der Aalst adds
“techniques can also be used for measuring the performance of process discovery algorithms and
to repair models” [6, p243]. This section surveys the problem of trace probability, proposed quality
metrics and other comparison techniques for stochastic process models.

Trace Probability “If these five things happen after one another, it costs us $200,000: what
are the chances?” Calculating the probability of a particular trace through a process model is
a practical problem. It also a non-trivial algorithmic problem, named Trace-Prob [98] (and
identified earlier [102]). Though solutions now exist, efficient approaches for broad classes of
models are still an active research challenge. Two recent approaches use linear programming
[98] and an expectation-minimisation (EM) algorithm on Probabilistic Context Free Grammar
trees [157]. As well as having a direct use on models of a domain, trace probability is an input to
a number of conformance metrics.

Conformance Metrics The Earth-Movers’ Distance measure [95] combines the well-known
concepts of Levenshtein string edit cost - in this case in comparing traces - with the Earth-
Movers’ distance over the possible traces of model and log. As the set of possible model traces
can be infinite, both a universal and truncated measure are defined. The truncated measure uses
a specific fraction of the probability mass, for tractability.

Entropy can also be used for model quality measurement. In projection-based precision and
recall [101], Stochastic Deterministic Finite Automata (SDFAs) are constructed for both log and
model. New SDFAs can be computed from a projection of the log over the model, and vice versa,
and entropy ratios then provide measures for precision and recall/fitness. These measures are
restricted to process models that can be translated to SDFAs. In entropic relevance [14], the
process model is considered as a way of encoding the log. The entropy of the resulting encoding is
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then calculated using trace probability, accounting for the encoding cost according to a background
cost model. Three background cost models are provided, yielding three relevance metrics. A trace
probability calculation for SDFAs is used, which again restricts target models to those equivalent
to SDFAs. Entropy has also been used to formulate behavioural simplicity measures [89] for control
flow models.

The Alpha Precision measure [59] uses the stochastic language of the model and the event log,
and is based on statistical inferences about the underlying system that generated the log. Model
trace probability is aggregated for those traces where the probability of their occurrence in the
underlying system exceeds a parameter called alpha significance. Probability in the (otherwise
unknown) underlying system is estimated using attributes of the log, including the traces, and
reasoning from a Dirichlet distribution. The alpha significance is a proces specific parameter
determined empirically, making it hard to use alpha precision to compare quality across different
domains.

Statistical tests and association measures for process model and log comparisons also exist,
grounded in the bootstrap method [104]. These were proposed recently (2022) and help define
what is a significant difference in behaviour between models, or whether there are significant
differences between cohorts which participate in a process.

Other Conformance Techniques Moving onto comparative techniques which do not return
a single number, the P2CM method [113] provides a stochastic-aware way to compare process
sub-logs. The calculation of process model alignments in a stochastic-aware fashion [24], used for
model and log comparison, has also seen some investigation.

1.1.4 Quality Dimensions

A well-accepted approach for evaluating process models is against four competing quality criteria,
or dimensions [35], [6, p188]:

• Fitness. The model accommodates traces from the log. Fitness corresponds to the idea of
recall in machine learning literature, and both terms are used in process mining.

• Simplicity. Syntactical elegance and parsimonious expression.

• Generalization. Representation of a general underlying process, of which the event log is
only a sample.

• Precision. The model represents elements that are part of the underlying process.

Quantitative measures exist for each of these dimensions [6, p269-272].

Fitness and Precision Take the fitness quality dimension as an example. Let L be a an event
log recorded from a particular process, and M a model of that process, as in the high level process
mining overview in Figure 1.2. We use some collection, such as a set, to describe the possible
traces in log or model. (More exact definitions for logs and trace languages are forthcoming in
Definitions 11 and 3.) We measure the size of some trace collection X with |X|. A standard
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definition of fitness [43, p46] is then the size of the intersection of log and model, divided by the
size of the log:

fitness = |LXM |

|L|

This definition of fitness measures the proportion of log traces covered by the model. Various
techniques exist for performing this calculation on non-stochastic models [43, p166-172]. In the
case of a stochastic model, the fitness formula no longer straightforwardly applies. A probabilistic
transition may not be well-described using simple set intersection. It is hard to represent frequently
occurring traces in the log which are described as highly unlikely by the model. These point to
open research questions.

The standard definition of precision [43, p50] parallels fitness, and is the size of the intersection
of log and model, divided by the size of the model:

precision =
|LXM |

|M |

This measures the proportion of model traces that correspond to entries in the log. Parallel
problems and open research questions apply to precision in a stochastic process setting (beyond
better known challenges such as infinite control-flow languages [144]).

These research challenges may be solved by attempting to adapt existing dimensions to a
stochastic setting, as has been proposed for fitness and precision [100, 101]. It may indicate that
other concepts are needed to describe quality on these models.

In the course of defining two entropy-based measures, eight desirable properties for stochastic
precision and recall (fitness) have been proposed [100]. These include determinism, representation-
independence and the formal relationship between precision and recall measures. By contrast, the
earth movers’ measures [95] are informative about both fitness and precision, but fit neatly in
neither category.

Simplicity and Generalisation The simplicity and generalisation dimensions also provide
definitional challenges in finding stochastic process model analogues. The motivations for using
simplicity in process mining are both philosophical and practical. The principle of Ockham’s
Razor [139, 17] is the philosophical guide [6, p118], and from an empirical point of view, research
has shown simplicity is the best proxy for comprehension of models by people [114]. Philosophers
and scientists distinguish multiple types of simplicity, including syntactical simplicity (elegance)
versus ontological simplicity (parsimony) and quantitative simplicity (number of things) versus
qualitative simplicity (number of types) [17]. One book on the topic is even titled “Ockham’s
Razors” [139] (plural) and discusses both a razor of silence and a razor of denial, while also
considering alternative, probability-based criteria such as the Bayesian Information Criterion
(BIC) [70]. Process model simplicity metrics, based on comprehensibility [114], usually count
numbers of structural elements, or quantitative simplicity. There is no standard approach of how
this applies to stochastic weights or probabilities.
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The generalization quality dimension is glossed as “not overfitting” [6, p189] and has been
backed by empirical evaluation in various ways [132, 35]. No generalization measure that spe-
cifically addresses stochastic process models in process mining was identified in our survey of the
literature.

The generalization quality dimension has been represented by an empirically evaluated measure
of behavioural appropriateness for Petri nets [132]. This behavioural measure was contrasted
with a structural appropriateness measure and measures for fitness and precision. An alternative
notation-independent metric [35] is based on alignments [3],[6, p256]. Other approaches have
included negative events [31] and anti-alignments [62].

In neighbouring fields, the concept of generalization has important differences to its use in
process mining, which may affect its application to stochastic process models. In a review of
statistical measures and machine learning [153], the idea of generalization is introduced with a
complex curve that precisely fits data points vs a straight line: “a physicist measuring these data
points would argue that it cannot be by chance that the measurements lie almost on a straight
line and would much prefer to attribute the residuals to measurement error than to an erroneous
model”. These generalization claims for simplicity are common in philosophy of science [79, 17].
That is, simplicity and generalization are aligned. This is in contrast to the process mining theory,
where simplicity and generalization dimensions are described as in tension, or even diametrically
opposed [6, p189 and Figure 6.22].

1.1.5 Applications and Neighbouring Fields

Significant work has been done on analyzing the performance characteristics of processes described
by Stochastic Petri Nets, including in the context of managing business processes and workflows.
Some work comes close to stochastic process mining discovery, because the motivation for using
a stochastic model can often be to reason about the duration of executing some process, and
some statistical distribution of those durations. Techniques requiring a pre-existing process model
are treated here as primarily performance or prediction papers, rather than process mining. One
technique introduces workflow constraints on Stochastic Petri Nets and applied a block-reduction
technique for performance estimates of stochastic business processes [107]; the analysis has since
been extended [148]. Other research close to discovery simplifies the performance model in a
Generalised Stochastic Petri Net by using aggregation and elimination rules (or structural fold-
ings) [136]. These simplification rules manage problems of over-fitting, and include quantified
constraints on the expected error introduced by a particular rule. Performance remains an active
area of research, with other prediction algorithms and techniques intended for use with process
mining being suggested and used in industrial case studies [131, 25].

Stochastic process mining is focused on stochastic models, but another thread of research
concerns uncertain event logs [123, 120, 122, 52, 28, 121]. In these logs, some attributes are not
fully known, and their values may be non-deterministic. A number of approaches characterise
the imperfectly known attributes using probability distributions, describing them as stochastic
attributes. This is motivated by the large number of Internet of Things (IOT) devices now deployed
in many different settings, often with unreliable sensors whose output is better characterised
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stochastically than with singular values [52]. Using these logs as inputs, progress has been made on
discovery of Direct Follow Graphs models [123], process conformance [28], trace probability [121],
and efficient log representation [122]. Work on uncertain process logs and on stochastic process
mining has seen significant progress over the last four years, and there should be good opportunities
to synthesise these approaches in future research, for example by discovering stochastic process
models from uncertain logs.

Operations Research (OR), like process modelling and mining, is concerned with formal descrip-
tions of processes within and between organizations. Supply chains and manufacturing resource
usage are of particular interest. Petri nets and stochastic Petri nets are also well-established
formal tools in Operations Research [160, p1, p157]. Various extensions to this basic formal-
ism exist in OR, including introducing batch token consumption [48] and fuzzy logic [93]. The
common methodology is modelling by a human first, followed by analytic or computational sim-
ulation calculations to optimize the described process. Constructing the model computationally,
as in process mining, is not a clear concern of the literature surveyed. On particular display in
Operations Research, but also common across many domains, is the use of Petri nets to describe
non-terminating processes. Such processes have no terminal state, and often no initial state either,
merely a point of initial observation. A supply chain is a ready example. A supply chain con-
tinually feeds material into the manufacturing process of a company, and its termination would
usually represent only bankruptcy. Process mining and modelling is oriented around a workflow.
A workflow deals with one case, and has designated input and output places. A sound workflow
net always terminates and leaves no incomplete work in the form of unconsumed tokens [6, p65].
The two views of non-terminating processes versus workflows are similar to the distinction between
a long-running web service and the execution of a single request. Where OR may need to solve for
the steady state probability at infinity [20], process mining needs the probability of traces which
always terminate, as in Section 1.1.3 above. Though these may be complementary views, they
also demand different analysis techniques.

Sequence analysis refers to a broad collection of approaches in the social sciences to under-
stand social phenomena that pass through identifiable stages [54], and examples span linguistics,
economics, and sociology. Some of this work comes close to process mining concerns, such as a
stochastic flow chart model of decision making in the US federal government budget process [119],
or models of the career paths of musicians [10].

Studies have noted the production of handcrafted stochastic workflow models in insurance
settings [127], as well as demand for better automation for constructing and analysing them [100],
that is, for stochastic process mining. Stochastic declarative process mining has been applied to
event data on student career path outcomes [21]. In the healthcare domain, a large Australian
hospital used the P2CM method for comparing stochastic processes [113] built from their internal
workflow data.

1.1.6 Research Gaps

From this survey of the literature, we can see that there are a number of opportunities in discovery
and conformance where new research on process mining with labelled stochastic net models can

Process Mining with Labelled Stochastic Nets 11



1.2. RESEARCH QUESTIONS CHAPTER 1. INTRODUCTION

contribute new understandings, and solutions connected to real-world problems.
There is limited choice in stochastic process model discovery techniques for stochastic control-

flow models, so it is difficult to take advantage of the contemporary abundance of process data
by automatically constructing models, and the techniques have a number of limitations. Some
are prone to complicated models, that can be difficult to reason about [44, 147, 138, 12, 13].
They can have limitations in dealing with conflicting labels [44, 147], or handling loops and
concurrency [117]. Some are applicable mostly to queuing problems [135, 134], or reasoning about
data constraints [99], or focused on simulation or temporal use cases which require extra inputs
and may reduce their application to a purely stochastic process model setting [130, 38].

Furthermore, though the models and techniques are not incommensurable, they do often use
different model representations, and they have often not been compared on common quantitative
benchmarks. With the articulation of process mining conformance metrics [95, 14, 59, 101], and
algorithms to calculate them, such benchmarking and systematic comparison becomes possible.
The metrics themselves still have limitations that provide additional challenges. They may require
limits on covered probability mass to terminate [95]. Some are restricted only to SDFAs [14, 101],
rather than more general stochastic nets, and others do not allow comparison across different
domains [59]. Most commonly, they have a dependency on trace probability or a stochastic
language [95, 14, 59, 101]. This makes algorithms for calculating trace probability [98, 157] a
constraint on stochastic process conformance, and hence process mining more generally. The
progress on conformance metrics also points to limits on what, conceptually, they are measuring.
This is the problem of stochastic process quality dimensions, where there are both proposals for
the translation of control-flow quality concepts to stochastic processes [100, 101], and difficulties
in making such a translation.

This survey then highlights research gaps in stochastic process mining, particularly:

• automatic discovery of stochastic process models;

• restrictions on models supported by quality metrics;

• calculating trace probability for conformance on such models;

• common formalisms that allow analysis, reuse, and comparison across data and models; and

• quality dimensions for such models.

1.2 Research Questions

This project is organised around the overall research question:
How can processes in organisations be understood using stochastic models mined

from sequential data?
Two lines of enquiry are identified for this research, stochastic process discovery (RQ1) and

stochastic process conformance (RQ2). These have been broken down into five sub-questions.
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Firstly, fundamental to process mining is the discovery of process models from event log data.
Existing approaches to stochastic process mining have limitations worth surpassing, as explored
in Section 1.1.2.

RQ1 How may stochastic process models be discovered automatically?
Two different approaches to stochastic process discovery involve using well-established control-

flow techniques, with their attendant representational biases, versus using new algorithms and
formalisms that work directly with the input event log. Both are explored in this project.

RQ1.1 How may control-flow discovery techniques be leveraged for stochastic pro-
cess model discovery?

RQ1.2 How may stochastic models be discovered directly from event logs?
For these two research sub-questions, the input is an event log, and the output is a labelled

stochastic net. New algorithms are stated formally and the resulting frameworks are evaluated
experimentally.

Data on processes can describe states rather than events, with concurrent states being a partic-
ular challenge. Constructing process models from this data can bring the power of process mining
to new domains, particularly sequential data from historical settings.

RQ1.3 How may we discover models of processes from records of concurrent states?
This challenge arises in the context of historical career data from Qing dynasty officials. We

develop a new miner which outputs a weighted Petri net to describe career paths, including
concurrent roles.

Secondly, stochastic process model conformance checking is a research topic that provides
quantitative metrics for model quality, as reviewed in Section 1.1.3. Many existing metrics are
limited in the models they accept due to difficulties computing trace probability and stochastic
languages. Stochastically sensitive measures do not exist for some process mining quality dimen-
sions, and the dimensions themselves need to be re-evaluated. Improved calculations for, and
reporting on, stochastic process model quality helps to address this gap.

RQ2 How may conformance metrics for stochastic process models be conceptual-
ised and calculated?

The power of stochastic models is in describing probability, and the probability of a particular
trace being supported by a model is valuable information, both in itself, and as an input to other
conformance calculations.

RQ2.1 What is the probability of a given trace through a stochastic process model?
Solutions to this problem on a form of weighted process tree, and on labelled stochastic nets,

are investigated formally, and implemented in prototype software.
Challenges in applying process mining quality dimensions to stochastic models and measures,

and contrasting interpretations from adjacent fields, show a need to explore and articulate quality
criteria specifically for stochastic process mining.

RQ2.2 What quality dimensions apply to stochastic process models and logs?
This question is investigated experimentally, and with a statistical analysis, using a large data

set of models and metrics.

Process Mining with Labelled Stochastic Nets 13



1.3. SOLUTION CRITERIA CHAPTER 1. INTRODUCTION

1.3 Solution Criteria
In addressing the research questions, this thesis aims to contribute solutions which are suitable,
conceptual, empirical, formalised, input general, and tractable.

C1 Suitable. Concepts and solutions should be suitable to the specific problems of process
mining in a stochastic setting, including whichever novel concepts and solutions are generated in
the course of the research.

C2 Conceptual. Concepts and solutions should be sufficiently distinguished from the specific
platforms and domain problems they were designed to address. The research should introduce
classes of solutions relevant beyond one particular problem, model, or software implementation.

C3 Empirically Grounded. Process mining was invented to describe the behaviour of or-
ganisations. Event and activity logs are data from the real world: specifically, sociological data.
The techniques and concepts in this work should be grounded in real-world data, preferably from
multiple sources and domains.

C4 Formalised. Important properties of structures and techniques are described using tech-
niques of mathematical specification and proof.

C5 Input General. The process mining techniques and algorithms should tolerate broad
formal classes of input models and logs.

C6 Tractable. Algorithms and computational techniques should execute in practical times-
cales on modern hardware. Wherever possible, this should be because they have been shown
to have attractive algorithmic complexity. Depending on the problem, this may be polynomial.
However a number of important problems in process mining and computer science are useful but
super-polynomial: for example calculating alignments is NP-hard [154, 56].

A key research question for this thesis is on process discovery. It has been argued that process
discovery algorithms should achieve four maturity stages [158] (quoting):

DM1 The algorithm is well designed;

DM2 The algorithm is validated on real-life examples;

DM3 The algorithm has an established relationship between the log and model quality;

DM4 The algorithm is effective.

These maturity criteria have influenced our suggested solution criteria. Suitable and tractable
process mining solutions are well designed (DM1); real-life logs ensure empirical grounding (DM2);
and formal definitions and properties help establish relationships between log and model quality
(DM3). Effectiveness (DM4), in the sense of succeeding at multiple challenges with novel data
sets in applied settings, connects to input generality, suitability and empirical grounding.

1.4 Approach
This research employs techniques from computer science, information systems, and software en-
gineering. Where appropriate, it also employs iterative design approaches.
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Data structures and algorithms designed and developed in this work are specified formally
using the foundational tools of set theory and logic. Algorithms and data structures thus spe-
cified are then implemented in software. The software artifacts are evaluated experimentally and
quantitatively against established benchmarks. In other words, it draws heavily on the research
methodology of computer science [53].

As well as the top-down techniques of implementation from formal specification, this thesis
employs the bottom-up software engineering techniques of iterative improvement on a prototype
artifact [51]. Successful software development is an iterative process where both artifacts and un-
derstanding grow through repeated incremental improvement. Iterative design and prototyping is
also important when working with expert collaborators from other fields. This “iterative circum-
scription”, informed by experts, artifacts and scholarly literature, is influenced by the principles
of Design Science Research [149]. Automated unit tests and the other technical disciplines of
software engineering support this approach. Understanding the domain specific quirks of data not
previously prepared for process mining also calls for techniques of data analysis and modelling.

Lastly, the entire project is itself both iterative and constructive: artifacts, formalisms, and
experimental results obtained from each step in the research inform, and often see reuse in, the
next step.

Each individual chapter of this thesis explains the research approach used for that specific
work in more detail.

1.5 Data
Process mining depends on data. This research uses real-life or realistic data from a number of
different domains. This includes a variety of public event logs, a small realistic event log, and a
career tracking data source new to process mining. The use of real-life data particularly supports
the solution criteria of empirical grounding (C3) and input generality (C5), and also helps to
demonstrate tractability (C6).

The International Business Process Intelligence Challenges1 are competitions where different
process mining discovery and analysis techniques are tried out on novel real-world data. The
BPIC logs in Table 1.1 are a selection of these public logs, which are widely used in process
mining research. Together with the Road Traffic Fines and Sepsis log, these span organisational
domains from issue tracking, through policing, to healthcare. Teleclaims is a realistic example log
based on real call centre workflows2. Teleclaims is designed to exercise different control-flow model
constructs, and is useful for demonstrating behaviour on small but non-trivial inputs. Public event
logs used are summarised in Table 1.1.

The China Government Employee Database-Qing (CGED-Q) [40, 47] is a unique digital col-
lection of civil service career records from the Qing dynasty. A project to use process mining to
analyse promotion paths in these records is the subject of the case study in Chapter 7. Elite Qing
dynasty officials often held multiple concurrent positions, and roles were recorded on a quarterly

1BPI Challenges are introduced at https://www.tf-pm.org/competitions-awards/bpi-challenge and logs are
downloadable from https://data.4tu.nl/.

2The teleclaims log is available at http://www.processmining.org/old-version/event-book.html.
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Table 1.1: Reference Public Event logs

Log Traces Variants Activities Events Domain
BPIC 2013 closed [141] 1487 183 4 6660 Issue tracking
BPIC 2013 incidents [141] 7554 1511 3 65533 Incident tracking
BPIC 2013 open [141] 819 108 3 2351 Incident tracking
BPIC 2018 control [61] 43808 59 7 161296 EU Agriculture policy
BPIC 2018 dept [61] 29297 349 6 46669 EU Agriculture policy
BPIC 2018 reference [61] 43802 515 6 128554 EU Agriculture policy
Road Traffic Fines [105] 150370 231 11 561470 Italian policing
Sepsis [111] 1054 846 16 15214 Hospital diagnosis
Teleclaims [7] 3512 12 11 46138 Example call centre

Table 1.2: CGED-Q Log Subset Statistics, 1830-1904

Palace Exam
Filter

State
Entries

Cases
Max

Concurrent
Roles

Top place 375 36 18
Tier 1 & 2 Top 7 11790 3897 5

basis in public gazettes. When prepared for process mining, we call this type of data a state
snapshot log, and two such logs constructed from CGED-Q data are listed in Table 1.2. The use
of process mining on historical data predating modern computing is, to our knowledge, novel.

1.6 Contributions

This thesis makes several contributions in process discovery and conformance on stochastic mod-
els. This section lays out the contributions in the form of a thesis overview, and shares the
corresponding scholarly publications.

1.6.1 Research Contributions

Chapters 3 and 4 present novel research contributions related to RQ1 on stochastic process dis-
covery. Chapter 3 addresses RQ1.1 by introducing estimators, novel stochastic process discovery
functions which plug into existing control-flow discovery techniques. These are described formally
and evaluated by experiments on public event logs. Most of these estimators execute in linear time,
except one based on alignments, which depends on an exponential approximation. They accept
a broad range of event logs and models, in contrast to preceding techniques and public imple-
mentations. Chapter 4 introduces a family of novel algorithms for discovering stochastic process
models, the Toothpaste Miner Framework. This works on a novel formalism, Probabilistic Pro-
cess Trees (PPTs), and addresses RQ1.2. Formal properties are shown, including polynomial time
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complexity. An evaluation is conducted on public event logs against a reference implementation.
Chapters 5 and 6 describe novel research contributions in the area of stochastic conformance

checking (RQ2). Chapter 5 provides a novel solution to the trace probability calculation on
Probabilistic Process Trees (PPTs), addressing RQ2.1. The solution is described formally and
in a prototype implementation. Chapter 6 explores quality dimensions for stochastic process
models, addressing RQ2.2. An empirical approach is taken, making use of discovery techniques
from Chapters 3 and 4, as well as innovations in process discovery and conformance metrics from
other researchers. Designing these experiments yielded useful secondary results. A miner based
on a genetic algorithm contributes a discovery technique (RQ1) suitable for use in laboratory
settings, the Stochastic Evolutionary Tree Miner, extending an existing process tree miner to
use Probabilistic Process Trees. An new algorithm for generating play-out logs from stochastic
models is used to approximate stochastic languages, and hence estimates trace probability (RQ2.1).
This computationally cheap approximation for stochastic languages enabled the definition and
implementation of a large number of exploratory conformance metrics (RQ2) on stochastic process
models.

Chapter 7 works with a novel process mining data set, the CGED-Q database on Qing dynasty
civil service careers. This provided the challenging setting of process mining from concurrent state
information (RQ1.3). To work with this data, the idea of a process mining log was extended to that
of a state snapshot log, with a corresponding formalism. This stimulated the invention of a novel
algorithm for their discovery, the State Snapshot Miner. An implementation and visualisation
were also developed in partnership with quantitative historians expert in Qing dynasty society.

1.6.2 Publications

This research has been published, or is in the process of publication, in the following scholarly
venues.

1. Adam Burke, Sander J. J. Leemans and Moe Thandar Wynn. Stochastic Process Discovery
by Weight Estimation. In: 5th International Workshop on Process Querying, Manipulation,
and Intelligence (PQMI), chairs Artem Polyvyanyy, Claudio Di Ciccio, Sebastian Sardina,
Renuka Sindhgatta and Arthur ter Hofstede, at 2nd International Conference on Process
Mining (ICPM). ICPM Workshop proceedings ed. by Sander Leemans and Henrik Leopold.
Cham: Springer International Publishing, 2021, pp. 260–272. This publication addresses
RQ1.1, and forms the basis of Chapter 3.

2. Adam Burke, Sander J. J. Leemans and Moe T. Wynn. Discovering Stochastic Process
Models By Reduction and Abstraction. In: Application and Theory of Petri Nets and Concur-
rency. Lecture Notes in Computer Science. Springer, 2021, pp. 312–336. This publication
addresses RQ1.2, and forms the basis of Chapter 4.

3. Adam T. Burke, Sander J. J. Leemans, Moe T. Wynn, Wil M.P. van der Aalst, Arthur
H.M. ter Hofstede. Stochastic Process Model-Log Quality Dimensions: An Experimental
Study. In: 4th International Conference on Process Mining (ICPM). IEEE, 2022, pp. 80–
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87. This publication addresses RQ2.2, includes a solution for RQ2.1, and is reported on in
Chapter 6.

4. Adam T. Burke, Sander J. J. Leemans, Moe T. Wynn, Wil M.P. van der Aalst, Arthur
H.M. ter Hofstede. A Chance For Models To Show Their Quality: Stochastic Process Model-
Log Dimensions. Invited paper for Information Systems. Completed second round review.
This extension of the previous ICPM 2022 conference paper addresses RQ2.2, includes a
solution for RQ2.1, and forms the basis of Chapter 6.

5. Adam T. Burke, Sander J. J. Leemans, Moe T. Wynn, and Cameron D. Campbell. State
Snapshot Process Discovery on Career Paths of Qing Dynasty Civil Servants. Presented at
and forthcoming in proceedings for: 2023 5th International Conference on Process Mining
(ICPM). This publication addresses RQ1.3, and forms the basis of Chapter 7.

1.7 Outline
This thesis proceeds with formal preliminaries, a chapter devoted to each research question, a
closing case study on novel data, and a conclusion. Chapter 2 lays out formal mathematical defin-
itions. Chapter 3 introduces process discovery through weight estimators. Chapter 4 introduces
Probabilistic Process Trees (PPTs) and a framework for discovering stochastic process models, the
Toothpaste Miner Framework. Chapter 5 provides a solution to the trace probability calculation
on Probabilistic Process Trees. Chapter 6 explores quality dimensions for stochastic process mod-
els in an empirical study. Chapter 7 works with the CGED-Q database on Qing dynasty civil
service careers, considering logs of concurrent state information, and the State Snapshot Miner.
Chapter 8 concludes.

All of the novel techniques in this thesis come with public software implementations. These,
and related utilities developed in the course of the research, are detailed in Appendix A.
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Chapter 2

Preliminaries

In this chapter, we provide formal definitions for concepts used throughout the thesis. We start
with foundational concepts such as sequences and probability in Section 2.1. Computer science
concepts such as languages, Petri nets and stochastic automata are introduced in Sections 2.2
and 2.3. Finally we provide definitions for logs and from the process mining literature in Sec-
tions 2.5.

2.1 Foundations

Throughout this thesis, quantifier variables are separated from their predicates with ‚, e.g., @x P
N‚x ě 1. Function composition is denoted f ˝g such that @x‚ (f ˝g)(x) = f(g(x)). The powerset
of a set C is written P(C).

2.1.1 Sequences

A finite sequence over set X of length n is a mapping σ P t1..nu Ñ X and denoted by σ =

xa1, a2, ..., any where @i ‚ ai = σ(i). Concatenation operator + appends one sequence to another
such that xa1, ..., any+xb1, ..., bmy = xa1, ...an, b1, ..., bmy. The tail function is then tail(xay+σ) = σ.
s[i] is the ith member of sequence s. We also use slice ([...;...]) and length |s| operations. s[i;j] is
a slice from indexes i to j inclusive, e.g., xa, b, c, dy[2;3] = xb, cy.

The set of all sequences over the set X is X˚. The indexes and values of a sequence are given
by dom and ran respectively, similar to function domain and range [140].

Function sqct returns the number of times a subsequence is present in a sequence:

sqct(ς, σ) =

$

’

’

’

&

’

’

’

%

0 if σ = xy

1 + sqct(ς, tail(σ)) if σ = ς + x

sqct(ς, tail(σ)) if σ ‰ ς + x
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2.1.2 Multisets

The set of multisets (bags) over type C is B(C). Multisets are shown within [] with superscript
frequencies, e.g. [a3, b2]. The count of item x P C in bag B P B(C) is B[x]. Multiset union and
intersection are Z and Zrespectively. Multiset subset C ď D overloads ď, and requires that all
members c P C must be present in D and have lower counts, C[c] ď D[c]. The ¨ operator scales
all occurrence values in a multiset by a numeric factor.

Extending that concept, real-valued multisets are shown as B+(C). Real-valued multisets are
always positive-valued in this work, with values P R+. In real-valued multisets, the count of
a member is in R+. As an example, consider real-valued multiset X = [xay3.4, xb, cy2.0]. Then
X[xay] = 3.4.

2.1.3 Probability

Throughout, if not associated with a specific function, calculations of probability are shown with
Pr, such as Pr(walk) = 0.3.

2.2 Activities and Languages

An activity is an identifiable thing that happens in a process.

Definition 1 (Activities and Traces). Let A be a set of activities in a process, and A˚ the possible
finite sequences of those activities. A trace σ P A˚ is a sequence of activities.

In process mining data, it is useful to distinguish between an activity, and what it is named
in data. This allows reasoning about problems like two distinct activities being named the same
thing, or activities without names.

τ is a silent label where τ R A. Depending on interpretation, τ may label a purely structural
element of a model, or a real event that was unobservable, and so not recorded. The set of all
activities is A.

In process mining, distinct traces are identified by means of case identifiers, which are constant
for a particular trace. The meaning of a case depends on the process. We will often abstract away
from this detail. More often, we will work with a stochastic language of possible traces.

Definition 2 (Stochastic Language). A stochastic language Θ Ď B+(A˚) for traces over activities
A is a real-valued multiset holding probability values for each trace, and summing to 1.

@σ P domΘ ‚ Θ[σ] P [0, 1]^
ÿ

σPdom Θ

Θ[σ] = 1

A trace language is the set of valid activity sequences for a representation of a process.

Definition 3 (Trace Language). Given stochastic language Θ, the corresponding trace language
TL of allowed traces is TL = tσ P dom(Θ) | Θ(σ) ą 0u.
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Control-flow models describe trace languages, where stochastic models describe both trace and
stochastic languages. We refer to the trace language of model m as tg(m).

A path records the sequence of transitions followed through some model. A path is a sequence
of activities and silent activities, so for activities A Ď A, path p P (AY tτu)˚. When dealing with
stochastic models, paths may sometimes be shown with associated numeric weights for clarity.

Function trace gives the trace for a path by removing silent activities. For example,
trace(xa, τ, by) = xa, by.

2.3 Petri Nets and Their Extensions
Many models in this thesis are Petri nets, which we described informally in Section 1.1.1. The term
Petri net can refer either to a specific formalism, or to a family of related transition structures.
We refer to the foundational control-flow structure as a place-transition net, following existing
usage [20].

Definition 4 (Place-transition nets). A place-transition net is a tuple PN = (P, T, F,M0), where
P is a finite set of places, T is a finite set of transitions, and F Ď (P ˆ T ) Y (T ˆ P ) is a flow
relation. P X T =H. A marking M is a multiset of places M P B(P ) that indicate a state of the
net, with M0 P B(P ) the initial marking.

The set of all place-transition nets is PN . The set of all transitions in PN is T and the set
of all places P. For a node n P P Y T in net (P, T, F,M0), we define predecessor and successor
operations ‚n = ty | (y, x) P F u and n‚ = ty | (x, y) P F u.

A transition t is enabled if all the places p where (p, t) P F contain a token.

Definition 5 (Place-transition enablement). Function eb determines which transitions are enabled
in a given marking.

eb : PN ˆ P(P)Ñ P(T )

eb((P, T, F,M0),M) = tt P T | @p P P ‚ ‚t ďMu

A transition fires by changing the marking of the net to consume incoming tokens and produce
tokens for its outgoing transitions.

Definition 6 (Place-transition firing rule). Given net (P, T, F,M0) P PN , a firing relation fire Ď
B(P ) ˆ T ˆ B(P ) describes which transitions can fire for a given marking, and the new marking
after they fire. It is the smallest relation satisfying the condition:

@m, t,m1 ‚ (m, t,m1) P fire ðñ t P eb(m)^m1 = (mz ‚ t)Z t‚

In process mining, it is often useful to distinguish activities from the log from transitions in a
discovered model, for instance to tolerate duplicate or silent labels.

Definition 7 (Labelled place-transition nets). A labelled place-transition net is a tuple PN =

(P, T, F,M0, λ), where (P, T, F,M0) is a place-transition net. Function λ : T Ñ AYtτu associates
each transition with a label.
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This thesis is on stochastic process mining, and many of the models used are Petri nets with
both stochastics and labels. In an Stochastic Labelled Petri Net, transitions are given weights,
which are used to calculate transition probabilities.

Definition 8 (Stochastic Labelled Petri Nets (SLPNs)). An SLPN [100] is a tuple
(P, T, F,M0,W, λ) such that (P, T, F,M0, λ) is a labelled place-transition net. A weight function
W : T Ñ R+ assigns each transition a weight. Labelling function λ : T Ñ AY tτu then provides a
mapping from transitions to a symbol library of activities A. τ is a silent label where τ R A.

When transitions Te Ď T are enabled in a particular marking, a transition t P Te fires according
to the probability given by W (t)

ř

t1PTe
W (t1) . The sequences of labels generated by a series of transitions

through the model forms a trace, and the collection of such traces and their probabilities is the
SLPN’s stochastic language. We assume traces to end in deadlock, where no transitions are
enabled.

The set of all SLPNs is SN .

walk: 8

train: 7

coffee: 1

τ : 8

Figure 2.1: Example SLPN. An SLPN with weights removed is a labelled place-transition net.

Figure 2.1 shows an example SLPN for a simple travel scenario. A person taking the train
to work first walks to the train station. Sometimes they get a coffee before they embark, at the
cafe near the train station, and sometimes after they arrive on the train, from the cafe near their
office. They usually take the train before buying their coffee, so that activity has a higher relative
weight. Weights are shown on transitions after labels. Whether the coffee or train activity is first
is modelled as the outcome of a weighted race, using a Petri net concurrency construct where two
tokens will be produced from the walk transition. The commuter has a 7

8 chance of taking the
train before buying their coffee, and only a 1

8 chance of buying a coffee first.

Definition 9 (Generalized Stochastic Petri Net (GSPN)). A Generalized Stochastic Petri Net
(GSPN) [20] is a tuple (P, T, F,M0,W, Ti, Tt) such that Ti Ď T , Tt Ď T and Ti X Tt =H. Weight
function W : T Ñ R+ assigns each transition a weight. Ti is a set of immediate transitions. If
multiple transitions Te Ď Ti are enabled in a particular marking, the probability of a transition
t P Ti firing is given by W (t)

Σt1PTe
W (t1) . Tt is a set of timed transitions. Immediate transitions take

priority over timed transitions. A timed transition, if enabled, fires according to an exponentially
distributed wait time. Given a set of enabled timed transitions Te Ď Tt, a particular transition t

fires first with probability W (t)
Σt1PTe

W (t1) [11].

The set of all GSPNs is GN . Note that an SLPN is a GSPN with a labelling function and only
immediate transitions. A GSPN with only timed transitions is called an Stochastic Petri Net, or
SPN [20]. Both SPNs and GSPNs are well-studied and have industrial applications. Some process
mining work has worked with GSPN extensions [130, 131]. In this thesis, the main focus is on
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labelled models with abstracted timing sequences such as SLPNs. The exact duration of processes
are not a focus, and so the timed transitions of SPNs and GSPNs introduce unnecessary complexity.
The mix of timed and untimed transitions in GSPNs also have subtle semantic implications [67,
66]. Standard treatments of these models also do not consider the naming problems important in
a process mining setting. Labels on transitions may possibly be duplicated, or absent, indicated
by labelling with the silent activity. Most of the solutions for SPNs and GSPNs also reason about
the dynamics of the net under infinite behaviour, rather than the terminating traces of process
workflows. The SLPN is accordingly the main net formalism used in this research, though the
results may also shed light on problems involving GSPNs.

2.4 Automata
Stochastic Finite Automata [152], also called Probabilistic Finite Automata [152, 67], are a well-
studied formalism consisting of states, and transitions between them, governed by a probability
function with static odds. Our definition is drawn from literature on common semantics for
stochastic models [67].

Definition 10 (Stochastic Finite Automata). A Stochastic Finite Automata (SFA) [151, 67] is
a four-tuple (S,Act,GS, s0), where

• S is a non-empty, finite set of states,

• Act Ď AY tτu

• GS Ă S ˆActˆ S Ñ [0, 1] is a transition function, from one state to another, generating a
symbol, at a given probability. GS fully connects the states in S.

• s0 P S is the initial state

States from which no transition exists are called terminal. Probabilities for transitions exiting
a non-terminal state sum to 1.

When a transition fires, it generates the corresponding symbol. The sequence of such symbols
generated from the initial state is a trace in the language of the SFA. Time is treated as discrete,
distinguishing the sequence of firing events, and otherwise not modeled. Probabilistic Automata
are Markov Automata [67] where there are no timed transitions, and possible probability distri-
butions are restricted as above.

Figure 2.2 shows an example SFA for a simple travel choice between walking all the way to
a destination, or driving partway before walking the final leg. Probabilities are shown next to
actions.

When SFAs are deterministic, they are called Stochastic Deterministic Finite Automata (SD-
FAs) [152]. Determinism indicates that a transition from a state can be uniquely identified if the
symbol is known. Figure 2.2 is an SDFA. A number of results are applicable to SDFAs, but not
SFAs in general, including the entropy precision and recall conformance measures [101] in process
mining.
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walk[0.7]

drive[0.3] walk[1.0]

Figure 2.2: Example SFA model for travel choices.

2.5 Process Mining
These definitions draw on the process mining literature [6, 95].

2.5.1 Logs

Records of processes, in the form of traces, are collected into logs.

Definition 11 (Event Logs). Let A be a set of activities in a process. A transitory occurrence of
an activity is an event. An event log for the process is a multiset of traces B(A˚).

The number of traces in a log L is denoted with |L|, while the number of events is denoted
with ||L||. The set of all event logs is L. The number of cases matching trace σ in log L P L is
L[σ].

It is a well-established convention in process mining texts [6, p32] to make events an occurrence
of an activity. Chapter 7 discusses a process mining case study where, in order to model a new
type of real-world process data, trace elements may be persistent states, named roles, rather than
transitory events.

2.5.2 Conformance

Process conformance is the area of process mining concerned with comparison and measurement.
This includes measuring single artifacts such as models or logs, but another important concern is
comparing one model with another, and comparing a model for a process to a log from that same
process.

In this work, metrics and measures are particular classes of functions for describing some aspect
of a model with a single number.

Definition 12 (Metrics and Measures). A metric m is a function comparing models and logs,
m : SN ˆ L Ñ R, which returns a real number. A measure µ is a metric with range [0, 1], or
µ : SN ˆ LÑ [0, 1].

It is useful, but non-trivial, to determine the probability of traces produced by stochastic
process models. This has been formulated as the Trace-Prob problem [98].

Definition 13 (Trace Probability). Let A Ď A be the activities for a given SLPN. Then function
π calculates the probability of the model supporting a particular sequence of activities (trace).

π : A˚ ˆ SN Ñ [0, 1]
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Though we use a definition based on SLPNs, more general variants on stochastic transition
systems are also discussed in the literature [98]. Note that having a full stochastic language for a
model is equivalent to calculating the trace probability for every possible trace.

When comparing each trace from a log with a model, the cases where traces fit completely,
or not at all, are relatively straightforward. More challenging is meaningful description of when
traces partially fit a model. Alignments are an established solution for this using a formalised
”skip” of a step in trace or model, called a log move or model move. A cost function makes this
choice systematic.

Definition 14 (Alignments). An alignment [3],[6, p256] represents paired paths between a log and
a model. That is, a move is a tuple where (a, t) represents a synchronous move on activity a in a
trace and a transition t in the model (with the same label: λ(t) = a), (a,K) represents a log move,
and (K, t) represents a model move.

Alignments are a NP-hard problem [154, 56], but with established optimisations and tooling.
In this thesis we reuse these formal and tooling components.

2.6 Summary
The following chapters make use of the foundations described above in introducing a number of
stochastic process mining solutions.
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Chapter 3

Discovery By Weight Estimation

He did not understand - none of these
people did - that this is stochastic land on
the edge of a stochastic reservoir.

Neal Stephenson
Termination Shock [142]

Process discovery techniques have become quite sophisticated at describing relationships between
activities from sequential event logs, and representing that in process models. There are far fewer
techniques for discovering relative probabilities (discussed in Section 1.1). This chapter describes
a framework for automatic discovery of stochastic process models, given a control-flow model and
an event log.

The framework in Section 3.2 leverages existing art by allowing transformation of models
describing only control flow into stochastic process models. Specifically, it takes a Petri net model
and an event log as input, and outputs a Stochastic Labelled Petri Net (SLPN) [100]. This
extends an existing stochastic process discovery technique [130, 131], in two ways. Firstly, it
generalises one estimation algorithm to a general class of weight estimators. Secondly, it adds
support for silent transitions. Thirdly, it specialises the possible outputs from general probability
distributions to SLPNs. The framework does not prescribe whether the estimation calculation
is deterministic, uses stochastic simulation, or other techniques, and our introduced estimators
include both deterministic and non-deterministic types. Using the framework, six new weight
estimators are introduced, and a method for their evaluation.

This approach is a form of stochastic process discovery, as it takes an event log input and
produces an SLPN output. In decoupling weight estimation from control flow discovery, the
technique also shares some features with process model enhancement for time and probability [6,
p290]. Unlike enhancement techniques, estimators can potentially change control flows when
producing a stochastic process model. The algorithms and models presented here are evaluated
using stochastic process conformance measures. Evaluation, which also includes performance, is
against real-life event logs, multiple control flow discovery algorithms, and GTD_SPN discov-
ery [130]. The algorithms have been implemented in the open-source process mining framework
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ProM. Using stochastic conformance measures, the resulting models have comparable conformance
to existing approaches and are shown to be calculated more efficiently.

In the remainder of this chapter, related work is reviewed in Section 3.1. In Section 3.2,
we describe the weight estimation framework, and in Section 3.3 instantiate it by introducing
novel estimators. Section 3.4 presents an experimental design using the estimators on real-world
event logs, and Section 3.5 shares the results. Section 3.6 discusses estimator design limitations.
Section 3.7 concludes the chapter.

3.1 Related Work

In the process mining literature, a number of techniques leverage the success of control-flow discov-
ery algorithms by adding stochastic information to a control-flow model [130, 86, 112]. GDT_SPN
discovery [130] is a technique, with publicly available implementation, for discovering Generally
Distributed Transition Stochastic Petri Nets (GDT_SPNs). GDT_SPN first discovers a control
flow model in the form of a Petri net, then performs a fitness calculation, and attempts to repair
the model if fitness is low. An alignment and replay calculation then informs the production of an
output GDT_SPN. The distinction between control flow discovery and stochastic perspectives is
extended by our proposed framework to many possible weight estimators. The output GDT_SPN
is treated as a SLPN in these benchmarks.

Other techniques use Markov Chain Monte Carlo (MCMC) [86] or distribution fitting with
a goal of business process simulation [38]. MCMC [86] discovery uses the stochastic model in-
ternally, with the output model being non-stochastic. Simod requires more complex input event
logs, including information on resources, to construct an output model in BPMN with stochastic
annotations.

Our experimental evaluation in Section 4.6.2 makes use of quality metrics from the literature.
The Earth-Movers’ Distance (EMD) measure [95] represents shared probability mass between
models or between logs and models, building on the well-known Levenshtein string edit distance.
Measures for entropy precision and recall (fitness) [101] have been defined using Stochastic De-
terministic Finite Automata [152].

Entropic relevance [14] and Alpha-precision [59] are measures described in the literature after
these experiments were designed and initially conducted. They are used in Chapters 4 and 6.

3.2 A Framework for SLPN Discovery

The framework defines functions which together transform an event log into a SLPN, as shown in
Figure 3.1 and defined formally below.

Control-flow discovery produces a labelled place-transition net model from an event log. SLPN
discovery produces an SLPN model from an event log. Estimators take a control flow model and
a log and return an SLPN model. If the underlying control-flow appears unchanged by estimation
in the resulting SLPN, these are called simple weight estimators. The signature reflects the only
new output being the weight function for transitions. A SLPN can be constructed by combining
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Log
Control flow
Discovery

Place-transition net Estimator SLPNdiscover estimate

Figure 3.1: Framework for SLPN Discovery with estimators.

the weight function with the original place-transition net.

Definition 15 (Control-Flow and SLPN Discovery). We introduce terminology for functions with
the following properties and signatures

cfd :LÑ PN termed control-flow discovery

mine_slpn :LÑ SN termed SLPN discovery

est :Lˆ PN Ñ SN termed estimators

se :Lˆ PN Ñ (T Ñ R+) termed simple weight estimators

@(Pd, Td, Fd,Md0) ‚ Td = dom se(l, (Pd, Td, Fd,Md0))

As seen in Figure 3.1, our framework considers functions of the form mine_slpn = est(cfd(L), L),
where the log used to discover the control flow is reused to estimate stochastic properties of the
resulting SLPN.

3.3 Estimators

Specific estimators may have further restrictions on their inputs, or provide guarantees on their
outputs. For example, most of the estimators discussed below do not distinguish transitions with
duplicate labels. The Alignment Estimator in Section 3.3.5 is the exception. A challenge common
to several estimators is treatment of silent transitions, as those transitions in a discovered model
serve a structural role and do not directly represent an activity in the log. Assigning such a
transition a weight of zero in a stochastic net is equivalent to deleting the transition, and all
subsequent model paths. To avoid this impact, default values are assigned to silent transitions
where the calculation would otherwise result in zero weights. In general, these estimators make
no distinction between silent transitions and transitions without a corresponding activity in the
log. Other trade-offs in estimator design are discussed with experimental results in Section 3.6.

In the remainder of this section, we introduce six simple weight estimators that instantiate this
framework. GDT_SPN discovery is an example of a non-simple estimator, as it may change the
original control-flow structure based on the result of calculated alignments.

3.3.1 Frequency Estimator

The first estimator, wfreq, straightforwardly uses how often each the activity label for transition
t appeared in the event log L.

Process Mining with Labelled Stochastic Nets 29



3.3. ESTIMATORS CHAPTER 3. DISCOVERY BY WEIGHT ESTIMATION

[xa, b, c, dy5,

xa, c, b, dy4,

xa, b, b, dy2,

xa, b, c, b, dy]

(a) Log EL.

a

c

b

τ d

(b) Petri net EPN .

wfreq wlhpair wrhpair wpairscale wfork walign

a 12 12 12 1 11
49 12 12

b 15 8 7 35
49 8 14

c 10 4 5 1 1
49 4 10

11 9
d 12 12 12 1 11

49 11 6
13 12

τ 1 1 1 1 129
143 2

(c) Six example estimators.

Figure 3.2: Running example of an event log and a Petri net, and the estimators.

Definition 16 (Frequency estimator).

wfreq(L, (P, T, F,M0))(t) =max(1,ΣσPL sqct(xλ(t)y, σ))

where t P T

Silent transitions are assigned the arbitrary weight of 1, equivalent to a single observation in the
log. The complexity of this estimator is linear in the number of events in the log. Figure 3.2c shows
the results of this estimator on our running example, e.g. wfreq(EL, b) = 15. The wfreq estimator
ignores the structure of the log and is included as a deliberately simple baseline technique.

3.3.2 Activity-Pair Frequency Estimators

An Activity-Pair Estimator uses the frequency of pairs of successor activities to better reflect the
constraints of more general Petri nets. These are edge-structured estimators, in that Petri net
edges inform the weighting.

We first introduce some frequency definitions. The functions freqI and freqF capture how
often the label of a transition appears as the first/last in a trace. The function freqP takes two
transitions, and captures the frequency of their labels appearing as activity pairs in the log. Put
another way, it counts when the two activities follow one another directly in the log.

freqI(L, t) = |[xλ(t), . . .y P L]|

freqF (L, t) = |[x. . . , λ(t)y P L]|

freqP (L, s, t) = ΣσPL sqct(xλ(s), λ(t)y, σ)

There are both left-handed and right-handed variants of the Activity-Pair estimator, depending
on whether weights are informed by successor or predecessor transitions, defined as:
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Definition 17 (Left and Right Activity-Pair Estimators).

wlhpair(L, (P, T, F,M0))(t) =max(1, freqI(L, t) + freqF (L, t) +
ÿ

sP‚(‚t)

freqP (L, s, t))

wrhpair(L, (P, T, F,M0))(t) =max(1, freqI(L, t) + freqF (L, t) +
ÿ

sP(t‚)‚

freqP (L, t, s))

where t P T

There are no restrictions on input Petri nets and they can be calculated in time O(||L|| ¨ |F |),
that is, the number of events times the number of model edges.

When using activity pair frequency data, two important types of path through the model
are neglected for any given trace: paths from the initial place to the first transition, and the
paths from the last transition to the final place. Traces of length one are also invisible from this
perspective. To account for this, how often an activity appears as the initial or final activity in a
trace is also included in the weight estimation. Note that not all activity pairs occurring in the
log are used to calculate the resulting transition weights. For instance, where a given Petri net
represents two transitions a and b as concurrent and do not share an input place in the model,
the frequency of xa, by will not be used. In the running example in Figure 3.2c, wlhpair(EL, c) = 4

and wrhpair(EL, c) = 5.

3.3.3 Mean-Scaled Activity-Pair Frequency Estimator

The previous estimators depend on the size of the log. Two logs with the same traces in the
same ratios will result in two models with two distinct sets of weights, which challenges human
analysis. Though comparison and comprehensibility of stochastic process models appears not
to have been directly addressed in the literature, it is consistent with research that finds “small
variations between models can lead to significant differences in their comprehensibility” [115] and
the usability principle of minimizing user memory load [118, p129]. The mean-scaled activity-pair
estimator wpairscale mitigates this effect by scaling weights by average transition frequency ( ||L||

|T |
)

in the log L.

Definition 18 (Mean-Scaled Activity-Pair Frequency Estimator).

pairscale(L, T, t) =
freqI(L, t) + freqF (L, t) +

ř

sP(t‚)‚ freqP (L, t, s)

||L||

|T |

wpairscale(L, (P, T, F,M0))(t) =

$

&

%

pairscale(L, T, t) if pairscale(L, T, t) ‰ 0

1 otherwise
where t P T

One effect of defaulting after scaling is that silent or unrepresented transitions are weighted
more heavily, that is, the same as an activity of mean-frequency, rather than the equivalent of an
activity occurring once in the log. In our running example of Figure 3.2c, ||L|| = 49, |T | = 5 and
the numerator of pairscale is equal to wrhpair for a, b, c and d. Then, for instance wpairscale of c
is 10

49
5

= 1 1
49 .
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3.3.4 Fork Distribution Estimator

The Fork Distribution Estimator wfork uses a two-stage approach: it first assigns weights to
each place in a Petri net using activity-pair frequencies. Second, it distributes those weights to
transitions according to the activity frequency in the event log.

Definition 19 (Fork Distribution Estimator).

pw(L, p) =

$

&

%

|L| if p PM0

ΣsP‚pΣtPp‚freqP (L, s, t) otherwise

placeWeights(L, p) = max(1, pw(L, p))

wfork(L, (P, T, F,M0))(t) = ΣpP‚t placeWeights(L, p)
wfreq(t)

Σt1Pp‚wfreq(t1)
where t P T

This estimator only applies to Petri nets that have at least one place without incoming edges,
such as workflow nets [6, p81]. This is an edge-structured estimator informed by the structure
of the input net. The complexity is O(||L|| ¨ |F |). The wfork estimator shares similarities with
the Alpha algorithm [6, p167], in that it treats a place as defining a neighbourhood of related
activities represented as transitions. In our example in Figure 3.2, let p1 be the top-right place
and p2 the bottom-right place. Then, pw(EL, p1) = freqP (c, d) + freqP (τ, d) = 5, pw(EL, p2) =

freqP (τ, d) + freqP (b, d) = 7, placeWeights(EL, p1) = 5, placeWeights(EL, p2) = 7 and wfork

of d = 5 12
12 + 7 12

13 = 11 6
13 .

3.3.5 Alignment Estimator

The estimator walign applies alignments [3] to estimate weights. To this end, it counts the number
of times a transition t appears either as a model move or as a synchronous move in the align-
ments. For our purposes, we assume that a function align is available for calculating alignments
as described in Definition 14. The align function takes a Petri net, a set of final markings and an
event log, and returns a sequence of move tuples that represent all moves necessary to align every
trace in the log.

Definition 20 (Alignment Estimator).

walign(L, (P, T, F,M0),MF )(t) = |[(x, t) P align((P, T, F,M0),MF , L)]|

where t P T

This algorithm only applies to Petri nets with at least one reachable final marking. The time
complexity is O(|T | ¨ |align(PN,MF , L)|) plus the time to compute align. The alignment estimator
has similarities with GDT_SPN discovery [130], which fits duration distributions to aligned logs.
In our example in Figure 3.2, the trace xa, b, b, dy P EL has one fitting path through the model
involving the τ transition. The trace xa, b, c, b, dy P EL does not fit the model EPN , as b is
executed a second time and c is executed. Thus, alignments will (based on a cost function, or if
that does not discriminate the options an arbitrary choice) include a log move on either b or a log
move on c. If the alignments choose a b for a log move, then walign(EL,EPN,MF , b) = 14 and

32 Process Mining with Labelled Stochastic Nets



CHAPTER 3. DISCOVERY BY WEIGHT ESTIMATION 3.4. EVALUATION

walign(EL,EPN,MF , τ) = 2. Alignments are not always deterministic, and consequently neither
is walign.

The design trade-offs between estimators are discussed in the context of results in Section 3.6.

3.4 Implementation and Evaluation
The six estimators introduced in Section 3.3 were implemented in the ProM framework [63]1.
For our evaluation, a discovery algorithm was applied to an event log. Where necessary, the
result was converted to a Petri net. Each estimator was invoked on this Petri net, resulting in
a SLPN. Finally, the conformance of the resulting SLPN was measured against the original log.
For comparison, GDT_SPN discovery [130], an existing stochastic discovery algorithm, was also
applied to the log, and the same conformance measures were applied. The implementation of this
plugin in ProM 6.9 and later uses the Inductive Miner internally as an initial control flow discovery
step, which has been updated from the gradient-descent procedure described in [130]. Externally,
the implementation behaves like a direct discovery algorithm, while internally it is an estimator
due to the use of a control-flow input from Inductive Miner. Six public reference event logs were
used, and key characteristics are in Table 1.1. Algorithms, reference event logs and conformance
measures are summarized as Figure 3.3.

Metrics chosen include all stochastic process conformance measures available at the time of the
experiment. Truncated Earth Movers’ Distance (EM) [95] provides a measure expressing the cost
of transforming the distribution of activity traces from one stochastic language into another. We
use a minimum probability mass parameter setting of 0.8 for feasibility. Entropy Precision (HP )
and Recall (HF ) [101] are stochastic conformance measures based on the entropy of equivalent
automata constructed from a given log or model. Petri net entity count (places and transitions)
and edge count are used as structural simplicity metrics, ensuring that conformance quality has
not been achieved by sacrificing model simplicity and comprehensibility. Entity and arc counts
have existing uses in process model evaluation [77, 90], and were preferred here over behavioural
simplicity metrics [89], though these measures also have limitations, including specificity to Petri
nets, and insensitivity to the stochastic perspective of SLPNs. The duration of a discovery process
was also captured, and direct discovery times are compared with combined runtimes for discovery
and estimation.

The experiments were run on a Windows 10 machine with 2.3GHz CPU and 50 Gb of memory
allocated to each process on JDK 1.8.0_222. The results in this chapter are from experiments
run in August 2023 on version 1.1.0 of the spd_we package. This version includes a fix to the
implementation of walign that could cause incorrect zero weighting of some silent transitions.
Previously published experimental results from September 2020 included this bug. The full results
for the experiments are available in Appendix B.

1Source code is accessible via https://github.com/adamburkegh/spd_we. See Appendix A.
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Log
Place-transition

net SLPN

BPIC2013 closed
BPIC2013 incidents

BPIC2013 open
BPIC2018 control

BPIC2018 dept
BPIC2018 reference

Sepsis

Fodina [32]
Inductive Miner [96]
Split Miner [15]

wfreq

wlhpair
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wpairscale

wfork

walign

EM [95]
HP& HF [101]
entity count
edge count
duration

discover estimate

GDT_SPN discovery [130]
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Figure 3.3: Estimator experimental evaluation design.

3.5 Results and Discussion

The estimators produced different, relevant, stochastic models when applied to a range of real-life
logs. As seen in Figures 3.4 and 3.5, stochastic conformance for these models was comparable,
but not uniformly better, than existing techniques, and was highly dependent on the discovery
algorithm and log.

The estimators combined well with the Inductive Miner and Split Miner control discovery
algorithms. When combined with the alignment estimator, walign, either walign ´ inductive or
walign´split showed the best Earth-Movers’ Distance (EM) performance across BPIC2013 closed,
BPIC2013 incidents, BPIC2018 Reference, and sepsis logs. Entropy recall (HF ) and precision (HP )
performance was also competitive on most logs, and for the BPIC2018 Control log in Figure 3.4,
had the best precision performance. The alignment estimator is not the highest performing tech-
nique across every log and measure, however, as in the BPIC2018 Reference log in Figure 3.5,
where the entropy precision performance is exceeded by the Mean-Scaled Activity-Pair Frequency
Estimator, wpairscale, and GDT_SPN discovery.

For the BPIC 2013 closed and incidents logs, Fodina returned a model without an initial place,
to which estimators wfork and walign, and the EM, HF and HP measures do not apply. For some
algorithm-estimator combinations, these conformance measures could not be calculated due to
soundness, time or memory constraints. Nevertheless, in these results it is clear that using EM
with probability mass coverage 0.8 is more sensitive to the stochastic perspective produced by
estimators than the Entropy Precision and Recall measures.

Where GDT_SPN discovery [130] produced a model on which metrics could be calculated,
the resulting models often conformed well to the logs, but were not consistently better than
the estimator-produced models. There were a number of event logs where GDT_SPN discovery
returned no model within the constraints of time (12 hour timeout) and machine memory, or where
conformance measures were unable to be calculated within time (5 hour timeout) and memory
constraints.
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(a) earth movers’ EM

(b) entropy-recall HF (c) entropy-precision HP

Figure 3.4: Results on BPIC 2018 Control log categorized by {estimator}-{control flow algorithm},
plus GDT_SPN discovery.
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(a) earth movers’ EM

(b) entropy-recall HF (c) entropy-precision HP

Figure 3.5: Results on BPIC 2018 Reference log.
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Figure 3.6: Run times for control flow discovery and weight estimation by event and trace count.
12 hour time out for GDT_SPN discovery [130] on sepsis log is excluded.

The run time of the estimators, which took never more than 10 seconds, was always compar-
able or better than GDT_SPN discovery, orders of magnitude better in some cases, as shown in
Figure 3.6.

In summary, the new estimators, even the alignment-based walign, are able to handle real-life
event logs and outputs from existing discovery techniques much faster than existing approaches.
Depending on the applied discovery technique, they can also achieve higher stochastic quality,
providing alternatives to the GDT_SPN discovery technique when analyzing control flow and
stochastic perspectives. The existence of multiple estimators, which combine with different control-
flow algorithms, provide a number of alternative solutions when other discovery techniques return
a poor quality output model, or no model at all.

Alternative approaches to designing estimators could take a more analytical starting point than
this chapter. For example, given the probability density function for a particular process type,
weight estimation could be treated as an optimisation problem where weights are solutions to a
Maximum Likelihood Estimate (MLE). A strength of this approach would be theoretical support
for use of a particular estimation function. Characterising the probability density function of a
general process would itself be a research challenge: recent optimisation approaches to weight
discovery [99, 112] result in functions which are non-linear, non-convex, and due to the use of
alignments, non-deterministic.

Process Mining with Labelled Stochastic Nets 37



3.6. LIMITATIONS CHAPTER 3. DISCOVERY BY WEIGHT ESTIMATION

3.6 Limitations
These experiments can be extended with larger logs containing more traces, events, and activit-
ies. However, even though our estimators returned results for each model and log combination
quickly, the conformance metrics were the limiting factors in these experiments in terms of time and
memory, which indicated that research was needed on towards more efficient stochastic conform-
ance checking techniques. Some additional metrics have appeared in the scholarly literature since
these experiments were performed, and they are incorporated in the experiments in Chapter 6.

The information used from the model varies across the estimators. The Frequency estimator,
wfreq, ignores the structure of the model, and relies solely on activity frequency. Four of the
estimators depend on direct-follow frequencies, with only basic interpolation of weights for silent
transitions. Silent transitions can play structural roles in workflows, such as an optional activity,
or the start of a block-structured subnet. These direct-follow estimators combined poorly with the
Fodina discovery algorithm for some logs. This is at least partly due to Petri net representational
bias in the presented framework. Fodina outputs a causal net, which was converted to a Petri net.
The resulting Petri net includes a large number of silent transitions, often intermediating between
transitions corresponding to activity pairs in the log. This can be seen distinctly in results for
BPIC 2018 reference log in Figure 3.5, where walign produces a stochastically useful model on
the output of a Fodina input, but no other estimator does. For Split Miner and Inductive Miner,
though they use other representations internally, the Petri net model produced used fewer silent
transitions and were less impacted by this property.

The reliance on activity or direct-follow frequencies also limits estimator effectiveness in mod-
elling the stochastics of concurrency. An estimator such as wpairscale uses the structure of the
place-transition net, particularly double predecessor or double successor relations: for a transition
t, it considers (t‚)‚ when calculating weights from pair frequencies. This will not identify concur-
rent transitions in a number of cases. In example Petri net model EPN in Figure 3.2, transitions
labelled a and b can execute concurrently, and this is represented concisely. However, transitions
a and b are not successors of one another, so wpairscale won’t “credit” those transitions with ob-
served xa, by or xb, ay pair frequencies observed in traces in the log. All of the estimators apart
from walign have some variant of this limitation. To address it, estimators would need to use the
structure of the place-transition’s underlying reachability graph, rather than just the structure of
the place-transition net itself.

The estimators, like many control-flow algorithms, also do not account for possible long-range
dependencies, or make use of recent advances on this topic [110].

3.7 Summary
In this chapter we presented a framework for discovery of Stochastic Labelled Petri Nets (SLPNs)
from logs. The framework leverages existing control flow discovery algorithms, and introduces
estimators which transform discovered Petri nets into SLPNs. We introduced six estimators.
Their implementations are publicly available, and evaluated against real-life logs using multiple
stochastic conformance measures. The evaluation used three existing flow discovery algorithms,
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and an existing stochastic discovery technique, finding models of comparable quality, across a
broader range of logs, in a generally shorter time.

The estimators presented here are not exhaustive, and we look forward to future research on
novel, improved estimators. One extension since the publication of these results is an estimator
for discovering Data Petri Nets from place-transition nets and event logs [112]. The estimator
framework implies the possibility of “direct stochastic discovery” algorithms which do not use a
separate control flow algorithm, but produce a control flow model as a side-effect of a stochastic one.
The Toothpaste Miner family introduced in Chapter 4 and the State Snapshot Miner in Chapter 7
are two such techniques. A simplicity measure sensitive to both structural representation and
stochastic information in a process model would be a useful evaluation tool for work in this area,
and several are explored in Chapter 6.
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Chapter 4

Discovery With Probabilistic
Process Trees

[T]he artificial [has] two operative
conditions — dependency and
uncertainty.

Clive Dilnot
Desigining In The World of the

Naturalised Artificial [60]

In this chapter, we introduce a family of related stochastic process discovery algorithms, which
use a form of weighted process trees, called Probabilistic Process Trees (PPTs). We explore
the trees’ formal properties, semantics, and translation to a form of Stochastic Labelled Petri
Nets (SLPNs) [95] (and Definition 8). The discovery algorithms, called the Toothpaste Miner
framework, are introduced. These are based on reduction rules, and used to construct PPTs from
event logs. An implementation of Toothpaste is shared, and evaluated on real-life logs, discovering
high quality models across event logs from a variety of real-world domains.

As a running example, we consider a simplified claims process for an insurer, based on the
teleclaims dataset1. There are four activities: approve claim, reject claim, close claim, and ad-
vise claimant, and the progress of a case is recorded as events by the insurer’s software system.
After process discovery on these events, we will have a PPT model that describes the ordering of
activities, which activities are repeated, and which are mutually incompatible.

In this chapter, related work is surveyed in Section 4.1, and mathematical preliminaries are
covered in Section 4.2, before formally introducing PPTs in Section 4.3. We discuss properties of
PPTs and translation to a subset of SLPNs, as well as functions for determinism. A discovery
algorithm framework, Toothpaste Miner, exploiting these techniques, is introduced in Section 4.4.
Concrete reduction rules required for Toothpaste, and a normal form for PPTs, are detailed in
Section 4.5. A Haskell implementation and experimental evaluation is covered in Section 4.6, with

1Teleclaims [7] is a realistic example event log http://www.processmining.org/old-version/event-book.html.
See Table 1.1.
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results in Section 4.7. Section 4.8 summarises the work in the chapter.

4.1 Related Work

This work provides an alternative to existing techniques to discover stochastic process models. In
the process mining literature, a number of techniques leverage the success of control-flow discovery
algorithms by adding stochastic information to a control-flow model [130, 86] (and Chapter 3).
Other techniques use Markov Chain Monte Carlo (MCMC) [86] or distribution fitting with a goal
of business process simulation [38]. The Toothpaste Miner introduced in Section 4.4 performs
direct stochastic discovery, that is, discovery without a preceding control-flow discovery step.

The theory of probabilistic automata includes the formalisms of Stochastic Finite Automatons
(SFAs) [152, 66] and Stochastic Deterministic Finite Automata (SDFAs) [152]. As the names sug-
gest, these are state machines where transitions are governed by a probability function. Discovery
algorithms for SDFA include the state merging algorithms Alergia [44] and MDL [147]. These
work in polynomial time, and Alergia is competitive in real-world trials [150]. Toothpaste Miner
uses a state merging strategy, but with an extension of process trees [6, p78-83], PPTs, rather
than the prefix trees in Alergia. This allows output models that directly model concurrency and
loops, and are more aligned with problems in process mining.

Process trees are models for processes which guarantee useful properties such as safeness and
soundness, and are translatable to Petri nets. They are used by existing control-flow discovery
techniques such as Inductive Miner [96] and genetic miners [34]. Similarly, PPTs are translatable
to a form of weighted Petri net, discussed in Section 4.3. Region-based control-flow miners for
Petri nets [42, 41], which use rule-based transformations, are another inspiration for our discov-
ery technique. The Maximal Pattern Miner algorithm [106] is a region-based miner whose
control-flow loop and concurrency identification rules served as a starting point for some rules in
Section 4.5. Other rule sources are Petri net and SPN reductions [155, 146], and the Inductive
Miner [97]. Our Toothpaste Miner algorithms assemble stochastic models with rich control-flow
constructs in polynomial time, and maintain consistent quality across a variety of domain logs.

Though not a direct source for the rules in this chapter, the structural foldings of a GSPN
performance model optimisation technique [136] have important parallels and some complementary
strengths. The time dimension in GSPNs, relating to performance, is not represented in the models
output by the Toothpaste Miner. Structural foldings identify patterns in Petri nets for four basic
workflow constructs: sequence, choice, concurrency, and loops, which have corresponding process
tree operators. Structural foldings, like Toothpaste rules, are reductions which always simplify the
input net. Where Toothpaste Miner rules are classified and ranked qualitatively, in categories of
determinism, impact on stochastic language, or quality metrics, structural foldings are constrained
quantitatively in their impact on performance estimation error. As they are applied to a separate
performance model whose starting point is the stochastic process model, and unlike a discovery
technique, GSPN structural foldings can freely impact the activity or stochastic languages of the
process.

Our experimental evaluation in Section 4.6.2 makes use of quality metrics from the literature.
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The Earth-Movers’ Distance (EMD) measure [95] represents shared probability mass between
models or between logs and models, building on the well-known Levenshtein string edit distance.
Measures for entropy precision and recall (fitness) [101], and entropic relevance [14] have been
defined using Stochastic Deterministic Finite Automata [152]. The links between simplicity and
entropy have also been investigated [89], emphasizing a distinction between behavioural simplicity
and structural simplicity. An Alpha-precision measure [59] interprets precision in terms of the
statistical significance of different paths in comparing different models and logs. Many of these
measures depend on trace probability (Definition 13). Earth-movers distance [95] and a variant of
Alpha-precision [59] were used for the evaluation in this chapter.

4.2 Preliminaries
We start by expanding on Definition 10 for Stochastic Finite Automata (SFA).

4.2.1 Weighted Automata

One useful class of SFAs are those with a single terminal state. For later use, we associate arcs
with weights, from which SFA probabilities can be straightforwardly calculated.

Definition 21 (Weighted Stochastic Finite Automata). A Weighted Stochastic Finite Automaton
(WSFA) is a five-tuple (S,Act, ãÑ, s0, sω), where

• ãÑĂ S ˆActˆ S Ñ R+ is a weight function,

• GS(s1, x, s2) =
w

WT
” ãÑ (s1, x, s2) = w

where WT =
ř

s3PS,yPAct ãÑ (s1, y, s3) where ãÑ is defined,

• (S,Act,GS, s0) is an SFA, and

• s0 has no incoming arcs

• sω P S is the final state, and a deadlock state, with no outgoing arcs.

For notational convenience, ãÑ (s1, x, s2) = w is written as s1
x[w]
ãÑ s2. The set of all WSFAs is

WS. The sequence of symbols generated by proceeding from the initial state form a path. Traces
generated by the model are finite sequences of activities on paths which include the final state.

s1
x[w]
ãÑ s2 can also be used to indicate an instance member of the transition set. Figure 4.1

shows a simple example WSFA, Etdrive, with a choice between activities walk and drive. ãÑ=

ts0
walk[7]

ãÑ sω, s0
drive[3]

ãÑ sωu, meaning there is a 7
10 chance of walking and a 3

10 chance of driving.

walk[7]

drive[3]

Figure 4.1: Example WSFA model for travel choices, Etdrive.
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walk[7]

drive[3]

walk[7]

drive[3]

Figure 4.2: Two sequential trips, Etdrive ++Etdrive.

4.2.2 Operations on Weighted Automata

Two SFAs (S1, Act1, GS1, s1.0), (S2, Act2, GS2, s2.0) are disjoint when S1 X S2 =H.

When defining these operators, we follow the convention that states in operand automata are
disjoint [133], as it is straightforward to construct a copy function to ensure it.

We define concatenation, union and race operators on weighted automata.

Concatenation (++) chains two automata together.

Definition 22 (WSFA concatenation). Two automatons execute serially. Let E1 = (S1, A1, ãÑ1

, s1.0, s1.ω) and E2 = (S2, A2, ãÑ2, s2.0, s2.ω) be WSFAs. Further let E1 and E2 be WSFA already
made disjoint through copying if necessary. Then E1 ++E2 = (S++, A++, ãÑ++, s++0 , s++ω ), with:

S++ = S1 Y S2 Y t(s1.ω, s2.0)uzts1.ω, s2.0u

A++ = A1 YA2

ãÑ++ = ãÑ1 Y ãÑ2

Y ts1
x[w]
ãÑ (s1.ω, s2.0) | s1

x[w]
ãÑ 1 s1.ωu

Y t(s1.ω, s2.0)
x[w]
ãÑ s2 | s2.0

x[w]
ãÑ 2 s2u

zts
x[w]
ãÑ s1 | s = s2.0 _ s1 = s1.ωu

s++0 = s1.0

s++ω = s2.ω

The disjointness condition ensures that no states are shared between operands in operations
like E++E. A new shared state, the tuple (s1.ω, s2.0), replaces the final state of the left operand
and the initial state of the right operand. WSFA concatenation is associative, allowing extension
to a multi-child operator by composition.

Figure 4.2 shows the automata for two sequential trips, Etdrive ++Etdrive.

A weighted disjoint union operator \ allows exactly one of its operands to completely execute.
A union on WSFA \ constructs a new automaton that may behave as either of its component
WSFAs, with a probability determined by the relative weights of the existing arcs.

Definition 23 (WSFA union). Let E1 = (S1, A1, ãÑ1, s1.0, s1.ω) and E2 = (S2, A2, ãÑ2, s2.0, s2.ω)
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be WSFAs already made disjoint through copying. Then E1\E2 = (S\, A\, ãÑ\, s\
0 , s

\
ω ), with:

S\ = S1 Y S2 Y t(s1.0, s2.0), (s1.ω, s2.ω)uzts1.0, s2.0, s1.ω, s2.ωu

A\ = A1 YA2

ãÑ\ = ãÑ1 Y ãÑ2

Y t(s1.0, s2.0)
x[w]
ãÑ s | s1.0

x[w]
ãÑ 1 s_ s2.0

x[w]
ãÑ 2 su

Y ts
x[w]
ãÑ (s1.ω, s2.ω) | s

x[w]
ãÑ 1 s1.ω _ s2.0

x[w]
ãÑ 2 s2.ωu

zts
x[w]
ãÑ s1 | s P ts1.0, s2.0u _ s1 P ts1.ω, s2.ωuu

s\
0 = (s1.0, s2.0)

s\
ω = (s1.ω, s2.ω)

As a gloss, the operator merges the initial and final states of the original automata, which
establishes a weighted choice over which automata to execute.

In a weighted race, represented by ||, two automatons progress in parallel. At each step, the
child automaton to progress next is determined by a weighted choice between arcs. The result is
a Cartesian product of possible states, and arcs between them.

Definition 24 (WSFA race). Let E1 = (S1, A1, ãÑ1, s1.0, s1.ω) and E2 = (S2, A2, ãÑ2, s2.0, s2.ω)

be WSFAs already made disjoint through copying. Then E1 ||E2 = (S||, A||, ãÑ||, s
||
0 , s

||
ω), with:

S|| = t(s1, s2) | s1 P S1 ^ s2 P S2u

A|| = A1 YA2

ãÑ|| = t(s1.y, s2.y)
x[w]
ãÑ (s1.z, s2.y) | s1.y

x[w]
ãÑ 1 s1.zu

Y t(s1.y, s2.y)
x[w]
ãÑ (s1.y, s2.z) | s2.y

x[w]
ãÑ 2 s2.zu

s
||
0 = (s1.0, s2.0)

s||
ω = (s1.ω, s2.ω)

In a race between WSFAs, there is no “communication” between states in the sense used by
process algebras (synchronous shared events).

Figure 4.3 shows the automata for two trips conducted in a race (say between two travellers).
A second traveller chooses between walking or taking the train:

Ettrain = (ts0, sω, twalk, trainu, ts0
walk[2]

ãÑ sω, s0
train[8]

ãÑ sωu, s0, sω)

The resulting WSFA Etdrive ||Ettrain simulates both automata executing at once, with each trans-
ition progressing one automaton or the other.

WSFA concatenation, union and race relations are associative, allowing extension to multi-child
operators by composition. Union and race are also commutative.
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walk[7]

drive[3] walk[2]

train[8]

walk[2]

train[8] walk[7]

drive[3]

Figure 4.3: Two trips executed in a race, Etdrive ||Ettrain.

4.3 Probabilistic Process Trees (PPTs)

Probabilistic Process Trees are stochastic finite automata where probabilities are derived from
weights on each node, which have to be balanced across and down the tree in certain consistent
ways. In this section, we first formally define PPTs. Secondly we give a translation to SLPNs. Next
we discuss challenges for PPT to SLPN translation. Lastly we introduce functions for determinism
of a tree.

Ñ: 483

ˆ: 483

approve claim: 52 reject claim: 431

^: 483

close claim: 248 ⟳2
p: 235

advise claimant: 235

Figure 4.4: Detail of a claims process as a Probabilistic Process Tree (PPT).

4.3.1 Tree and Operator Definitions

We formally define first the structure of PPTs and then each constituent operator.

Definition 25 (Probabilistic Process Trees (PPTs)). Let x:w be a node, where w P R+ is a weight
and x the remainder. The universe of PPTs is PPT , recursively and exhaustively defined as:

1. A single activity. For a P A, a:w P PPT .

2. A silent activity, represented by the constant τ . Note τ R A^ τ :w P PPT .

3. A unary operator ‘1. Given u P PPT , then ‘1(u):w P PPT .
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4. An n-ary operator ‘n over one or more child trees. Given m ě 1, u1, ..., um P PPT , then
‘n(u1, ..., um):w P PPT .

The PPT operators are
À

= tÑ,^,ˆ,⟳n,⟳pu: sequence, concurrency, choice, a fixed loop,
and a probabilistic loop. These are related to control-flow process tree operators [97], but include
weight semantics. These semantics are described by an equivalent WSFA for each node, which
recursively defines the semantics function wa : PPT ÑWS.

Leaf nodes.

wa(x:w) = (ts0, sωu, txu, ts0
x[w]
ãÑ sωu, s0, sω) for x P AY tτu

Example: wa(a: 2) = a[2]

Sequential operator. The Ñ sequential operator executes its children in order. As a sequence
specifies that every subtree executes, the weight of children is the parent’s weight.

@Ñ(x1:w1,x2:w2):w ‚ w1 = w2 = w^

wa(Ñ(x1:w, x2:w):w) = wa(x1:w1)++wa(x2:w2)

Example: wa(
Ñ: 2

a: 2 b: 2
) = a[2] b[2]

The sequential operator is associative, so the binary operator can be extended to a multi-child
operator by composition. In the remainder of this thesis, we may omit the child weights for
sequences, writing Ñ(x, y):w rather than Ñ(x:w, y:w):w.

Choice operator. The ˆ operator is an exclusive choice between its children.

@ˆ(x1:w1, x2:w2):w ‚ w =
i=m
ÿ

i=1

wi^

wa(ˆ(x1:w1, x2:w2):w) = wa(x1:w1)\wa(x2:w2)

Example: wa(
ˆ: 3

a: 1 b: 2
) =

a[1]

b[2]

The choice operator is associative and commutative, so the binary operator can be extended
to a multi-child operator by composition.

Concurrency operator. The ^ operator represents parallel execution of child trees. Each child
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process participates in a weighted race with its siblings.

@^(x1:w1, ...,xm:wm): ‚w =
i=m
ÿ

i=1

wi^

wa(^(x1:w1, ..., xm:wm):w) = (S^, A^, ãÑ^, s0, sω)

where (Sr, Ar, ãÑr, sr.0, sr.ω) = x1:w1 || ... ||xm:wm

S^ = Sr Y ts0, sωu

A^ = Ar Y tτu

ãÑ^ = ãÑr Yts0
τ [w]
ãÑ sr.0, sr.ω

τ [w]
ãÑ sωu

Example: wa(
^: 3

a: 1 b: 2
) =

τ [3]

a: 1 b: 2

b: 2 a: 1

τ [3]

The concurrency operator ^ is commutative but not associative. This is discussed further, with
counter-examples, in Section 4.3.3. The additional silent entry and exit states make translation
to block-structured SLPNs more straightforward.

Fixed loops. The ⟳m
n operator repeats its child m times, where m P N.

⟳m
n (u):w ” Ñ(u, ... m times ...):w

@⟳m
n (x:w1):w2 ‚ w1 = w2

Example: wa(
⟳2

n: 3

a: 3
) = a[3] a[3]

Fixed loops are a largely syntactical shorthand for sequences which repeat the same element.
As for sequences, the weight of the fixed loop is the same as the weight of its children.

Probabilistic Loops. The probabilistic loop operator ⟳ρ
p (u):w executes a single child tree with

a probability of exiting at each iteration of 1
ρ where ρ P R+ ^ ρ ą 1. The weight of the child node

is the weight of the parent loop. The corresponding trace language is infinite, though the number
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of states remains finite.

wa(⟳ρ
p (x:w):w) = (SL, AL, ãÑL, s0, sω)

where SL = S1 Y ts0, sωu

AL = A1 Y tτu

ãÑL = ts0
τ [w]
ãÑ s1.0u Y ts1.0

τ [wρ ]
ãÑ sωu

Y ts1.1
x[v]
ãÑ s1.2 | s1.1

x[v1]
ãÑ 1 s1.2 ^ s1.2 ‰ s1.ω ^ v =

v1 ¨ (ρ´ 1)

ρ
u

Y ts1.1
x[v]
ãÑ s1.0 | s1.1

x[v1]
ãÑ 1 s1.ω ^ v =

v1 ¨ (ρ´ 1)

ρ
u

Example: wa(
⟳3

p: 2

a: 2
) =

τ [2]

a[ 43 ]

τ [ 23 ]

In the WSFA, the initial and final states of the child WSFA merge, and loop and exit arcs are
added with weights matching the probability of continuation and exit respectively. Those parts of
the WSFA corresponding to the child are scaled by continuation probability. As with sequences,
we may omit writing the child weights, as by definition the weight of the loop child is the same as
the loop operator.

Having described all of the operators, this concludes Definition 25, formally describing PPTs.
The number of nodes in a PPT u P PPT is given by |u|. When PPT u1 is a subtree of PPT u2,
we write u1Ď̂u2. Subtrees can be any node under the parent, not just the immediate children.
For PPTs, we define = as all operators, children and weights being equal and in the same order.
Throughout this thesis, we will continue the convention that u variables represent entire PPTs
including weights, and x:w nodes state weights explicitly.

Figure 4.4 shows a PPT modelling our running example, which describes both variations and
probabilities in a simple insurance claim process.
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Table 4.1: Translation of PPTs to SLPNs.

Probabilistic Process Tree SLPN

x:w (root)
I x:w O

Ñ:w

x1:w1 x2:w2
x1:w1 x2:w2

ˆ:w

x1:w1 x2:w2

x1:w1

x2:w2

^:w

x1:w1

...
xm:wm

τ :w

x1:w1

...

xm:wm

τ :w

⟳ρ
p:w

x:w

τ :w

τ : w
ρ

x: w(ρ´1)
ρ

⟳m
n :w

x:w
x:w ...m times

(inclusive)... x:w

a:w a:w

τ :w τ :w
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4.3.2 Petri Net Translation

Stochastic Labelled Petri Nets (SLPNs) are a type of weighted Petri nets specified in Definition 8.
Probabilistic Process Trees can be translated to SLPNs with the same semantics, connecting them
to both the formal results available from the study of Petri nets, and the existing process mining
tool infrastructure. The translation scheme is shown in Table 4.1.

SLPN Translation

In Table 4.1 we show a translation scheme from PPTs to SLPNs; though others may be possible,
this is the translation scheme used through the thesis. Each PPT construct on the left translates
to an SLPN construct on the right. Dashed lines for PPTs indicate the child tree may be any
arbitrary PPT satisfying weight rules, say, x:w. The dashed blocks in the corresponding SLPN
represent the result of translating this child PPT into an SLPN block. Solid lines, as for the silent
transitions introduced for loops or concurrency, indicate concrete structural SLPN elements.

Every translated SLPN has an initial place and a final place. These are created for the root
of the tree and then provided to the child translation. The remaining translations all expect an
initial and final place as input. The sequence operator Ñ translates to a chain of nets, where the
final place of the first becomes the initial place of the second. The choice operator ˆ translates
to two subnets sharing initial and final places only.

The concurrency operator ^ translates to a concurrent block between opening and closing
silent transitions. Each child tree becomes its own parallel block between new input and output
places. The m possible children are shown, as the concurrency operator is not associative. The
resulting net describes a concurrent race between the subnets for each translated child.

In the PPT probabilistic loop ⟳ρ
p, each iteration is a Bernoulli trial, resulting in a the number

of iterations being a geometric distribution. Each iteration of the loop is reflected as a weighted
choice between exit or continuation. Recalling that Pr is a probability calculation,

Pr(⟳p exit) = exit transition weight
ř

wi

ÿ

wi =
w(ρ´ 1)

ρ
+

w

ρ
= w

Pr(⟳p exit) = w

ρ

1

w
=

1

ρ
, as in definition of ⟳p

Pr(⟳p continuation) = continuation transition weight
ř

wi
=

w(ρ´ 1)

ρ

1

w
=

ρ´ 1

ρ

Fixed loops ⟳m
n translate as for sequences, chaining m blocks of the same child node. Lastly,

leaf nodes a:w and τ :w are represented as concrete transitions between the provided input and
output places.
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Ñ: 483

ˆ: 483

ap: 52 rc: 431

^: 483

cc: 248 ⟳2
p: 235

ad: 235

(a) PPT.
ap: 52

rc: 431

τ : 483

cc: 248

τ : 235

ad: 117.5

τ : 117.5

τ : 483

(b) SLPN.

ap[52]

rc[431]

τ [483]

cc[248]

τ [235]

ad: 117.5

τ [235]

cc[248]

ad: 117.5

τ [117.5]

τ [117.5]

cc[248]

τ [483]

(c) WSFA

Figure 4.5: PPT translation example to SLPN and equivalent WSFA, giving the semantics.

Figure 4.5 shows an example PPT translated to an SLPN, and the equivalent WSFA.

PPT and SLPN Non-equivalence

Previous work has shown challenges establishing the stochastic language for SLPNs which combine
silent transitions and loops [102], as in Figure 4.6. No PPT translates directly to this net, though
it may be possible to construct a PPT with the equivalent stochastic language. The probabilistic
loop (⟳p) body in PPTs is contained within a block with one entry and one exit, but in Figure 4.6
the loop has two separate exit points through b and c. Another simple example is an SLPN with
two final (output) states, as in Figure 4.7; by the root translation rule in Table 4.1, all PPT SLPNs
only have one.
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a: 1 τ : 1
2

τ : 1
2

b: 1

c: 1
2

Figure 4.6: SLPN. The PPT to SLPN translation cannot produce this net.

a: 1

Figure 4.7: An SLPN which cannot be generated by the PPT root rule.

4.3.3 Translation Challenges

Translating stochastic models of one type into another presents a number of challenges. This
section discusses constraints that shape the design of PPT to SLPN translation, particularly
around the interaction of stochastics, silence and concurrency. In a number of cases, control-flow
languages can be equivalent where stochastic languages are not. These are not cases of incomplete
translation from PPTs to SLPNs, but where certain PPT constructs are not equivalent to one
another, unlike their control-flow analogues.

Definition 26 (Concurrent and Serial Trees). A tree parented by concurrency operator ^ is called
a concurrent tree. Trees and subtrees with no concurrent ancestor are serial.

Two cases which have no equivalent for control-flow models concern nesting concurrency op-
erators and silent transitions in sequence. In both cases stochastic languages differ while trace
languages remain the same.

Nesting Concurrency Operators

Nesting concurrent operators cannot be collapsed into a single operator without causing informa-
tion loss which impacts the stochastic language. Consider the two trees in Figure 4.8. Using SLPN
semantics, a silent transition is used to initiate concurrency. The transition τ : 5may execute before
the a: 1 transition but still have the a transition execute before b or c. The trace xa, b, cy is then
supported by two paths in the net: xτ : 6, a: 1, τ : 5, b: 1, c: 4, τ : 6y and xτ : 6, τ : 5, a: 1, b: 1, c: 4, τ : 6y.
This results in a difference in probability for xa, b, cy across the models in Figures 4.8a and 4.8b,
and shows that ^(a: 1,^(b: 1, c: 4): 6 has a different stochastic language to ^(a: 1, b: 1, c: 4): 6.

Showing the calculation for trace xa, b, cy in model 4.8a, the probability is the sum of the two
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^: 6

a: 1 ^: 5

b: 1 c: 4

τ : 6

a: 1

τ : 5

b: 1

c: 4

τ : 5

τ : 6

txa, b, cy
11
180 , xa, c, by

44
180 , xb, a, cy

1
36 , xb, c, ay

1
9 , xc, a, by

5
18 , xc, b, ay

5
18 u

(a) Nested concurrency operator ^ in PPT and SLPN form, and the stochastic language.

^: 6

a: 1 b: 1 c: 4

τ : 6

a: 1

b: 1 τ : 6

c: 4

[xa, b, cy
1
30 , xa, c, by

2
15 , xb, a, cy

1
30 , xb, c, ay

2
15 , xc, a, by

1
3 , xc, b, ay

1
3 ]

(b) Flattened concurrency operator ^ in PPT and SLPN form, and the stochastic language.

Figure 4.8: Example SLPNs where nesting concurrency operators do not have the same stochastic
language as a single concurrent parent operator.

possible path probabilities.

Pr(path xτ : 6, a: 1, τ : 5, b: 1, c: 4, τ : 6y) = 1

6
¨
1

5
=

1

30

Pr(path xτ : 6, τ : 5, a: 1, b: 1, c: 4, τ : 6y) = 5

6
¨
1

6
¨
1

5
=

1

36

Pr(trace xa, b, cy) = 11

180

By contrast, in model 4.8b, only one path is possible

Pr(path xτ : 6, a: 1, b: 1, c: 4, τ : 6y) = 1

6
¨
1

5
=

1

30

Accordingly, an SLPN-equivalent concurrency operator is not nestable while maintaining the
stochastic language. Furthermore, the concurrency operator is not associative, as
^(a: 1,^(b: 1, c: 4): 6 has a different stochastic language to ^(^(a: 1, b: 1), c: 4): 6.

Silent Activities in Concurrent Trees

Silent transitions in sequence do not affect trace languages, but can affect stochastic languages
when within concurrent trees. Figure 4.9 shows the impact of a concurrency operator on silent
transitions in sequence. Without the silent transition τ : 1, the trace xb, a, cy would have probability
1
4 . With the silent transition in the sequence, it has probability 3

8 , due to the cumulative probability
of two execution orders xτ : 2, b: 1, a: 1, τ : 1, c: 1, τ : 2y and xτ : 2, b: 1, τ : 1, a: 1, c: 1, τ : 2y.
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^: 2

a: 1 Ñ: 1

b: 1 τ : 1 c: 1

τ : 2

a: 1

b: 1 τ : 1 c: 1

τ : 2

[xa, b, cy
1
2 , xb, a, cy

3
8 , xb, c, ay

1
8 ]

Figure 4.9: Concurrency operator changing the weight impact of silence.

As we saw with silent transitions in sequence, the paths for a subtree in a concurrent tree may
require information not local to the subtree, but based on other nodes under a (grand-)parent
concurrent tree. It is the only operator which “interjects” activities into subtree paths, and this
behaviour is not a property of serial trees.

4.3.4 Determinism

Determinism is the property where the next activity in a trace can always be reached by only a
single path through a process tree.

Definition 27 (Deterministic Probabilistic Process Tree (DPPT)). Let u P PPT with activities
A Ď A and PH be the set of paths for u. Tree u is deterministic if @p P PH ‚ |tp1 P PH |

trace(p) = trace(p1)u| = 1.

PPTs are not constrained to describe deterministic languages. This can be shown trivially
with the valid PPT ˆ(a: 1, a: 2): 3. Also note that this tree constructs a non-deterministic PPT
from two DPPTs. Determinism is a desirable property in a model: it makes problems such as
parsing and calculating the most probable path easier [152], and some conformance techniques are
constrained to deterministic stochastic models [101, 14]. In this section we describe functions for
calculating the determinism of a model.

As the operatorsÑ and⟳n are sequential in form, the only PPT operators which may introduce
non-determinism are ˆ, ^ and ⟳p. We first introduce helper functions for identifying an alphabet
and support for the empty trace.

Helper function abet is a notational convention which gives the alphabet for a PPT.
Helper function etr identifies whether a tree accepts an empty trace.

Let etr : PPT Ñ B

etr(x:w) = (x = τ) with x P AY tτu

etr(⟳ρ
p (u)) = true

etr(⟳m
n (u)) = etr(u)

etr(ˆ(u1, ..., um):w) = etr(u1)_ ..._ etr(um)

etr(‘(u1, ..., um):w) = etr(u1)^ ...^ etr(um) where ‘ P tÑ,^u
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The α function identifies starting symbols.

α : PPT Ñ P(AY tτu)

α(x:w) = txu where x P AY tτu

α(Ñ(u1, ..., um):w) = α(u1)Y α(Ñ(u2, ..., um):w) if etr(u1)

α(Ñ(u1, ..., um):w) = α(u1) if ␣ etr(u1)

α(‘(u)) = α(u) where ‘ P t⟳n,⟳pu

α(ˆ(u1, ..., um)) = α(u1)Y ...Y α(um) where ‘ P tˆ,^u

The function det reports whether a tree is deterministic.

det : PPT Ñ B

det(x:w) = true where x P AY tτu

det(Ñ(u1, .., um):w) = @i ‚ det(ui)

^ det(Ñ(u2, .., um):w)

^ etr(u1) ùñ α(u1)X α(Ñ(u2, .., um):w) =H

det(ˆ(u1, .., um)) = @i ‚ det(ui)

^
ď

i‰j

α(ui)X α(uj) =H

det(^(u1, ..., um):w) = @i ‚ det(ui)

^
ď

i‰j

abet(ui)X abet(uj) =H

det(‘1(u)) = det(u)^␣ etr(u)

where ‘ =⟳p _ ‘ = ⟳m
n ^ m ě 2

det(⟳1
n(u):w) = det(u)

Subtrees which allow empty traces can make sequences and loops non-deterministic. As an
example, consider the trace xa, ay and the PPT ⟳2

p (ˆ(a: 2, τ : 1)): 3, where there are multiple paths
through the silent activity producing the same overall trace.

The det(u) function visits each node at most once, so completes in O(|u|) time.

4.4 Discovery - Toothpaste Miner
The Toothpaste framework describes reduction algorithms that “squeeze” an initial trace model into
a more summarized and useful form using transformation rules. Starting with an event log, a trace
model PPT is built, followed by the repeated application of transformation rules, until termination.
The tree structure of a PPT, under certain rule guarantees, allows for a recursive, polynomial-
time algorithm that can consider subtrees isolated from global impacts and have a straightforward
termination condition. Section 4.4.1 and 4.4.2 give two instantiations, the Direct Toothpaste
Miner (Definition 28) and the Incremental Toothpaste Miner (Definition 29). We organise and
classify rules two ways: by information-preservation using quality criteria (in Section 4.4.3), and
by impact on determinism (in Section 4.4.4).

56 Process Mining with Labelled Stochastic Nets



CHAPTER 4. TOOTHPASTE MINER 4.4. DISCOVERY - TOOTHPASTE MINER

4.4.1 Direct Toothpaste Miner

Toothpaste miner algorithms first transform an event log into an internal PPT. They then re-
peatedly transform the PPT by applying transformation rules. These rules reduce, summarize, or
restructure the tree towards a desirable form. When desired criteria for an output process model
are met, the PPT is translated into an SLPN as the final output. Criteria may include quality
criteria such as fitness or precision thresholds, simplicity, or the preservation of certain critical
trace paths in the final model. As the miner proceeds largely by reduction from an initial state
which perfectly matches the event log, this allows for fine-grained control over what elements of the
initial log are preserved in the final model. In the Direct Toothpaste Miner, a simple termination
condition is used: that no more rules can be applied.

Event logs and the trace model

Given an event log over activities A Ď A, a trace model PPT is given by tm : L Ñ PPT . Each
trace is converted, with how often it occurs, by st : A˚ ˆ NÑ PPT .

st(xa1, ..., amy, j) =Ñ(a1: j, ..., am: j): j

st(xay, j) = a: j

tm([ti11 , ..., timm ]) = ˆ(st(t1, i1), ..., st(tm, im)): |L| where L = [ti11 , ..., tinn ]

For example, tm([xa, by, xcy3]) = ˆ(Ñ(a, b): 1, c: 3): 4.
The trace model produced by function tm may produce a non-deterministic tree: for example,

tm([xay, xa, by]) = ˆ(a: 1,Ñ(a, b): 1): 2. For non-trivial event logs, with many similar traces, it will
be common for the trace model to be non-deterministic.

Transformation

In the Toothpaste framework, discovery consists of the application of transformation rules to a
PPT, yielding progressively improved models. A rule is any function taking a PPT as input and
producing another as output, that is, one with signature r : PPT Ñ PPT . We call those rules
which reduce the number of nodes in a tree reduction rules. In this section, a basic Toothpaste
miner is constructed by instantiating the framework using reduction rules.

Function apply applies a prioritised list of transformation rules to a PPT:

apply : PPT ˆ (PPT Ñ PPT )˚ Ñ PPT

apply(pt, xy) = pt

apply(pt, xry) = r(pt)

apply(pt, xry+ rs) = apply(r(pt), rs))

Rules may not apply to every tree. If no rules in the rule list apply, the algorithm cannot
further reduce the tree, and a local minimum has been reached. applyM finds a local reduction
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minimum by applying apply exhaustively:

applyM : PPT ˆ (PPT Ñ PPT )˚ Ñ PPT

applyM (pt, rs) =

$

&

%

applyM (pt1, rs) if pt ‰ pt1

pt otherwise

where pt1 = apply(pt, rs)

Both apply and applyM are guaranteed to terminate when used with reduction rules, as the size
of the input tree is monotonically decreasing. Informally, so long as rules are chosen to preserve
fidelity to the log, a minimal reducible model is desirable. The degree to which fidelity is desirable
can be controlled by which rules are provided to the discovery algorithm. If a given ruleset is not
confluent [27, p10], finding a globally minimal model is not guaranteed and can depend on the
sequence in which the rules are applied.

These components are assembled into a process discovery algorithm.

Definition 28 (Direct Toothpaste miner).

Given reduction rule sequence rs,

dtm : Lˆ(PPT Ñ PPT )˚ Ñ SN

dtm(L, rs) = applyM (tm(L), rs)

is the Direct Toothpaste Miner.

That is, the Direct Toothpaste Miner exhaustively applies rules (applyM ) in sequence (rs) to
a trace model (tm(L)) until terminating with an output PPT model.

Discovery example

An example of model discovery with dtm is in Figure 4.10, applying (and previewing) rules from
Section 4.5. The trace model 4.10a has identical xa, by traces consolidated in model 4.10b. The
repeated c activities are summarized with a fixed loop in 4.10c. Concurrency of events a and b

is identified in 4.10d. Finally, a probabilistic loop is introduced in 4.10e. Figure 4.11 shows the
translation of the output PPT to an SLPN, a convenient form for other established process mining
analysis techniques.

Complexity

The computational complexity of the apply algorithms depend on the size of the PPT data struc-
ture. Function st produces a tree with a depth of two, and |ti|+1 nodes for an input trace ti. The
full trace model produced by tm adds a choice node, and in the worst case each trace is unique,
for a total size (and memory complexity) bounded by Σ(|ti|+ 1) + 1 = ||L||+ |L|+ 1 or O(||L||).

The complexity of apply depends on evaluating each node of the tree with reduction rules. If
each sub-tree can be summarized with one traversal, the worst case is comparing each node to
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ˆ: 4

Ñ: 1

a: 1 b: 1

Ñ: 1

a: 1 b: 1

Ñ: 1

b: 1 a: 1

Ñ: 1

c: 1 c: 1 c: 1

(a) Trace model tm(LE).
ˆ: 4

Ñ: 2

a: 2 b: 2

Ñ: 1

b: 1 a: 1

Ñ: 1

c: 1 c: 1 c: 1

(b) Applying the Choice similarity rule FP.1.

ˆ: 4

Ñ: 2

a: 2 b: 2

Ñ: 1

b: 1 a: 1

⟳3
n: 1

c: 1

(c) Loop roll CO.4 (example pe).
ˆ: 4

^: 3

a: 2 b: 1

⟳3
n: 1

c: 1

(d) Concurrent reduction FPL.1.

ˆ: 4

^: 3

a: 2 b: 1

⟳3
p: 1

c: 1

(e) Geometric abstraction FPL.3

Figure 4.10: Discovery example using the Direct Toothpaste Miner (dtm).

τ : 3

τ : 1

a: 2

b: 1

τ : 3

c: 2
3

τ : 1
3

Figure 4.11: SLPN output for dtm(LE), seen in Figure 4.10.
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each other node, giving O(apply(u,R)) = O(|u|2|R|) comparisons. Writing uL for the full PPT
trace model produced by tm, this is limited by (2||L||)2|R| or O(apply(uL, R)) = O(||L||2|R|).

Applying apply exhaustively with applyM requires executing this process a number of times.
So long as the rule list R consists of solely reduction rules, then the size of the tree is monotonically
decreasing. The worst case for time complexity is then also the best case for model size reduction
and is bounded by the size of the trace model, 2||L||. This yields O(applyM (L,R)) = O(||L||3|R|).
The overall worst-case time complexity is then dominated by the cubic term and is O(||L||3|R|).

4.4.2 Incremental Discovery

Incremental process discovery is the construction of a model from a stream of events, rather
than a static event log fully known before invocation of the discovery algorithm. An incremental
Toothpaste Miner is introduced below.

Definition 29 (Incremental Toothpaste miner). Given trace σ P A˚, rule list rs, existing model
uM P PPT , and function st per Definition 28, incremental miner apply∆ is:

apply∆ : PPT ˆA˚ ˆ Nˆ (PPT Ñ PPT )˚ Ñ PPT

apply∆(x:w, σ, j, rs) = applyM (ˆ(x:w, st(σ, j)):w + j, rs)

An entire event log L may be presented as a stream.

Definition 30 (Repeated Incremental Toothpaste Miner).

di : Lˆ (PPT Ñ PPT )˚ Ñ PPT

di(L, rs) = apply∆(apply∆(L´ tσ ÞÑ ju, rs), σ, j, rs), for some σj P L

di([σj ], rs) = applyM (st(σ, j), rs)

As for other Φ and dtm algorithms, the time complexity of di is dependent on the size of the
tree. For the first trace t1, the size of the initial model is |t1| + 1. In the worst case, the size of
the process model increases over time, so that subsequent traces ti add |ti| nodes each. The time
for each run of apply∆ is |ti|2|R|. The overall worse case size for a log L is then

Omem(di(L, rs)) = Σ
|L|
i=1|ti||R| = |R|Σ

|L|
i=1|ti|

= O(|R| ¨ ||L||), by the definition of||L||

An upper bound for time complexity can be found using Lemma 1, a simple result which we
somewhat pedantically re-prove for lack of a reference.

Lemma 1. For N Ď N,
ř

nPN

n2 ď (
ř

nPN

n)2.

Proof. By induction over |N |. The |N | = 0 case holds trivially. Initial case |N | = 1, for which
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a2 = (a)2,

Show
ÿ

nPN

n2 ď (
ÿ

nPN

n)2 ùñ
ÿ

nPNYtmu

n2 ď (
ÿ

nPNYtmu

n)2

(
ÿ

nPNYtmu

n)2 = (
ÿ

nPN

n+m)2 = (
ÿ

nPN

m)2 + 2m(
ÿ

nPN

n) +m2

ÿ

nPN

n2 ď (
ÿ

nPN

n)2 ùñ
ÿ

nPN

n2 +m2 ď (
ÿ

nPN

n)2 +m2 + 2m(
ÿ

nPN

n)

Then, Otime(di(L, rs)) = Σ
|L|
i=12|ti|

2|R| = 2|R|Σ
|L|
i=1|ti|

2 ď 2|R|(Σ
|L|
i=1|ti|)

2 by Lemma 1
ď 2|R|||L||2, by definition of ||L||. So Otime(di(L, rs)) ď O(||L||2|R|).

Notably, the time complexity of the incremental algorithm di is quadratic, rather than the
cubic complexity of reducing the entire trace model at once with dtm. Informally, the smaller size
of the model at the start of the execution of the algorithm results in time savings compounding.
An important design trade-off remains, as stochastic information loss occurs with most reduction
rules, and some classes of rules cause more information loss than others.

4.4.3 Classification By Quality Criteria

Transformation rules are classified by their impact on standard process model quality criteria
of fitness, precision, and simplicity [6, p189], and by the criteria of stochastic information loss.
Standard process model quality criteria are control-flow criteria and do not take the stochastic
perspective into account. Reduction rules are categorized in four cuts: Preserving Compression,
Fitness- and Precision-Preserving, Fitness-Preserving, and Simplifying Lossy, as seen in Figure
4.12. The categories and their inter-dependencies are detailed below. These are general categories
across all rules, which will be applied to classify specific rules in Section 4.5.

Consider log L with language TLL and stochastic language ΘL, and model M with language
TLM and stochastic language ΘM . Fitness is given by ft(TLM , TLL) =

|TLMXTLL|

|TLL|
.

In defining precision, we have to account for infinitely many traces, due to the ⟳p con-
struct [144]. Low-probability traces which are longer than the number of events in the log are
filtered out in truncated language TLTM . We also restrict the definition to trees with k-bounded
silence, where k = ||L||. This allows imprecisely defined nets to still be punished for misallocation
of probability mass to long traces not found in the log, without allowing infinite silent paths.

TLTM = tσ P TLM | |σ| ă ||L|| _ΘM (t) ą ϵu where 0 ă ϵ ! 1

Precision is then given by pn(TLM , TLL) =
|TLTMXTLL|

|TLTM |
.

As a categorization tool for process model transformation rules, fitness and precision are helpful
in showing the loss or retention of information, even if they are insensitive to stochastic informa-
tion. The classification of reduction rules is of particular interest, and necessary to maintain the
monotonically simplifying property of the Toothpaste algorithm in Section 4.4.1.
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⇛c

ñfps

ñfs

ñs

PPT Ñ PPT Transformation rule

Simplifying Lossy

Fitness-Preserving

Fitness and Precision-Preserving

Preserving Compression

Figure 4.12: Rule categories by information preservation.

No Loss Of Fitness Or Precision Without Loss of Stochastic Information. There
are no categories of “Fitness- and Stochastic Information-Preserving But Precision-Reducing”
or “Precision- and Stochastic Information-Preserving but Fitness Reducing” transformation rules.
We say there is stochastic fidelity between stochastic languages Θ1,Θ2 when @σ ‚ Θ1[σ] = Θ2[σ].
Models that no longer have stochastic fidelity have experienced stochastic information loss.

It is not possible to maintain fitness and reduce precision without also losing stochastic in-
formation from a model.

Theorem 1. Given log L, models M and M 1, and corresponding stochastic languages ΘM ,ΘM 1 :

ft(M,L) = ft(M 1, L)^ pn(M,L) ą pn(M 1, L) ùñ Dσ ‚ ΘM [σ] ‰ ΘM 1 [σ]

Proof. Take log L P L with trace language TLL and stochastic language ΘL, and process model
M , with trace language TLM and stochastic language ΘM . Let M 1 be a second model covering
language TLM 1 such that ft(M,L) = ft(M 1, L)^pn(M,L) ą pn(M 1, L). By the fitness definition,
|TLMXTLL|

|TLL|
= |TLM1 XTLL|

|TLL|
. As precision decreases, there must therefore be at least one new trace

σ1 P M 1 ^ σ1 R M , which is equivalent to ΘM (σ1) = 0 and ΘM 1(σ1) ą 0. As probabilities must
sum to one, some other trace σ2 PM must have reduced in probability. Dσ2 P TLM ‚ ΘM 1(σ2) ă

ΘM (σ2).
Case 1: Stochastic fidelity had been retained. ΘM [σ2] = ΘL[σ2] ‰ ΘM 1 [σ2].
Case 2: Stochastic fidelity already lost. ΘM [σ2] ‰ ΘL[σ2]. The trace σ1 holds no information
for restoring stochastic information on σ2, as σ2 is not an element of the log L or covered by the
original model M .

Transformation rules only have information from their input model parameter. There is no
further log or trace parameter to the rules, making systematic restoration of stochastic fidelity
impossible once it has been lost.

If |TLM1 |

|TLM |
ă

|TLLXTLM1 |

|TLLXTLM |
, and a rule reduces fitness, then precision increases. This would make

a sub-category of Simplifying Lossy Rules; however, no useful concrete rules were found in this
sub-category.

Trace Language Expansion Preserves Fitness Fitness is preserved when transforming M

to M 1 when the trace languages have the relation tg(M) Ď tg(M 1). This can be seen for log L P L
with language λL as |tg(M)XλL|

|λL|
ď

|tg(M 1)XλL|

|λL|
.
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Table 4.2: PPT transformation rule classification by impact on determinism, given u1 = tr(u) for
some rule tr.

Classification Definition Description
α-reducing α(u1) Ď α(u)^ Separates and restricts starting

αnd(u
1) Ď αnd(u) activities

α-stable α(u1) = α(u) No change to starting activities
determinism-trap det(u) ùñ det(u1) Never introduces non-determinism.

Superset of preceding types.

Precision is trivially preserved when tg(M) = tg(M 1), with other transformations requiring
specific examination by cases.

4.4.4 Rule Determinism

Since Probabilistic Process Trees (PPTs) have a finite automata semantics, Deterministic Probab-
ilistic Process Trees (DPPTs) are Stochastic Deterministic Finite Automata (SDFAs). SDFAs are
not closed under union [152] and DPPTs are not closed under ˆ; trivially, ˆ(a: 1, a: 2): 3 combines
two deterministic sub-trees. The determinism functions α and det are used to classify rules by
their impact on determinism in Table 4.2, and described below.

To help in rule classification, the αnd function identifies non-determinant symbols across the
entire tree.

αnd : PPT Ñ P(AY tτu)

αnd(x : w) =H where a P AY tτu

αnd(‘(u1, ..., un) : w) = α(u1)X ...X α(un) where ‘ P tˆ,^u

αnd(Ñ(u1, ..., un) : w) = αnd(u1)Y ...Y αnd(un)

αnd(‘1(u)) = αnd(u) where ‘ P t⟳p,⟳nu

Non-determinant symbols identified by αnd are those “exposed” as starting symbols outside
the block, potentially causing non-determinism.

Rules which maintain DPPT closure are termed determinism-traps.

Definition 31 (Determinism-trap). A determinism-trap is a transformation rule which preserves
determinism: @u P PPT , tr : (PPT Ñ PPT )˚ ‚ tr is a determinism-trap ðñ det(u) ùñ

det(tr(u)).

Maintaining determinism with a transformation rule depends on the α function for possible
starting symbols, not just the determinism of the subtree given by det. Theorems 2 and 3 explore
this.

Theorem 2 (α-stable rules preserve determinism). Let tr P PPT Ñ PPT be an α-stablea
transformation rule. @u P PPT ‚ det(u) ùñ det(tr(u)).
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That is, application of α-stable rules to a sub-tree preserves the determinism of the parent
tree.

Proof. For α-stable rules tr, for PPTs ‘(u1, ..., un), as
@i ‚ α(tr(ui)) Ď α(ui), the intersection α(ui) X α(uj) does not increase. det(u) for ˆ depends
on this pairwise intersection being empty, and ^ has a stricter constraint using intersections of
the child alphabets (via abet). For sequences, the starting symbols for subsequence Ñ(u2, ..., um)

cannot increase without the pairwise intersections increasing. The leaf and loop cases are trivial.
Therefore det(u) ùñ det(tr(u)), the definition of a determinism-trap.

Corollary 1 (α-reducing rules preserve determinism). Let tr P PPT Ñ PPT be an α-reducing
a transformation rule. @u P PPT ‚ det(u) ùñ det(tr(u)).

Proof. By the same reasoning as Theorem 3.

A transformation rule can preserve determinism on all PPTs, but when applied to a subtree,
can cause non-determinism in the enclosing tree.

Theorem 3 (Determinism-trap rules may cause non-determinism in parents).
Dtr P PPT Ñ PPT such that tr is a determinism-trap, and

Dusub, u, u
1 P PPT ‚ usubĎ̂u^ tr(u)Ď̂u1 ^ det(u)^␣det(u1)

Proof. Consider the possible transformation rule nb(Ñ(a: 2, b: 2): 2) = ˆ(a: 1, b: 1): 2. (Note this is
a simple transformation used for this proof, and not a rule used for our discovery algorithm.) The
rule preserves determinism, as det(nb(x))^ det(x). When applied to the subtree of
ˆ(b: 1,Ñ(a: 2, b: 2): 2): 3, the new tree is non-deterministic.

Applying these results does not guarantee the discovery of a deterministic model, but they can
maintain the determinism of a reduced model once one is discovered.

Trace Language Preservation Implies Alpha-Stability When rules preserve the trace lan-
guage of a model, they are α-stable.

Lemma 2. @tr P PPT Ñ PPT ‚ tg(u) = tg(tr(u)) ùñ tr is α-stable.

Proof. Consider transformation rule tr where @u P PPT ‚ tg(u) = tg(tr(u)). Assume tr is not
α-stable. Then, by the definition of α-stable, there is some set of activities and some PPT that
invalidates α-stability.

DA Ď A, u P PPT , a P A‚a P α(u)Y α(tr(u))^ a R α(u)X α(tr(u))

Given such an activity a, it must be at the head of some trace.

Dσ P A˚‚σ = xa, ...y ^ σ R tg(u)X tg(tr(u))

That is, this σ trace is not in the trace language of the original but is in the trace language of the
transformed model. This contradicts the initial assumption of tr, so preserving the trace language
entails α-stability.
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4.5 Concrete Rules

This section introduces concrete transformation rules, arranged by information-preservation cat-
egory. Each rule listing includes a formal statement of the rule, the determinism category, proof
of the rule operation and categorisation, and an example of its use. These concrete rules have
wide coverage, but do not exhaust all possible rules. All of the concrete rules presented here, and
used in the Toothpaste Miner, maintain the weight at the root node of the transformed PPT. This
means that even when the stochastic language is not preserved, the new subtree has approximately
the same probabilistic mass. Lastly we define a normal form for PPTs using the rules.

In each subsection, we introduce the information-preservation category, then each rule in the
category. The impact on determinism, using the system in Table 4.2, is also shown.

To investigate the properties of these rules, we define a stochastic preservation relation, „
ðñ.

Definition 32 (Stochastic Preservation Relation). Let PTR be a set of transformation rules that
preserve stochastic languages, and slang a function that gives the stochastic language for a PPT.
Let tr(u2 | u1) denote the result of applying rule tr to subtree u2 in PPT u1, where u2Ď̂u1.

PTR = ttr PPPT Ñ PPT |

@u1 P PPT ‚ slang(u1) = slang(tr(u1))

^ @u2Ď̂u1 ‚ slang(tr(u2 | u1)) = slang(u1)u

PTR is the set of rules which preserve stochastic languages when applied to any PPT, including
when that PPT is a subtree of another.

Then „
ðñ, or stochastic preservation, is the equivalence relation on PPTs such that

@u1, u2 P PPT ‚ u1
„
ðñ u2 ” Dtr P PTR ‚ tr(u1) = u2 _ tr(u2) = u1

As well as stochastic preservation being a useful property, „
ðñ lets us show the properties of

rules in an algebraic style, by making statements such as ˆ(a: 1, b: 2): 3 „
ðñ ˆ(b: 2, a: 1): 3.

To aid in defining these rules, we next introduce helper functions.

4.5.1 Helper Functions

These functions and relations help define transformation rules. All functions preserve the trace
language, so are α-stable by Lemma 2.

A scaling function, Γ(u, γ) multiplies every weight in the tree by γ.

Γ: PPT Ñ PPT

Γ(x:w, γ) = x: γw where x P AY tτu

Γ(‘(u1, ..., um):w, γ) = ‘ (Γ(u1, γ), ...,Γ(um, γ)): γw

Γ makes no changes to symbols, so preserves α-stability.
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PPTs are similar, denoted –c, when only weights need to be changed to make them strictly
equal. This also implies they share the same trace language.

–c : PPT Ø PPT

x:w1 –c x:w2, where x P AY tτu

‘1(ux1, ..., uxn):w1 –c ‘2 (uy1, ..., uyn)) : w2

ô ‘1 = ‘2 ^ @i P [1, .., n] ‚ uxi –c uyi

Similarity is both associative and commutative. As an example, ˆ(a: 1, b: 2): 3 –c ˆ(a: 5, b: 8): 13.
A stochastic merge function, Ψ, combines two similar trees by adding weights, with ⟳p repe-

titions being scaled by relative weight. Ψ preserves control-flow fitness and precision of the input
process trees, but loses stochastic information, unless x = y for Ψ(x, y).

Ψ: PPT ˆ PPT Ñ PPT

Ψ(x:w1, x:w2) = x:w1 + w2, where x P AY tτu

Ψ(‘(ux1, .., uxn) : w1,‘(uy1, .., uyn) : w2) = ‘ (Ψ(ux1, uy1), ...,Ψ(uxn, uyn)):w1 + w2

where @i P [1, .., n] ‚ uxi –c uyi

Ψ(⟳ρ1
p (x1:w1),⟳ρ2

p (x2:w2)) = ⟳ρ1

p (Ψ(x1:w1, x2:w2))

where ρ1 =
ρ1w1 + ρ2w2

w1 + w2

As an example, Ψ(Ñ(a, b): 2,Ñ(a, b): 3) =Ñ(a, b): 5.

4.5.2 Preserving Compressions

The following rules are information-preserving reduction rules, achieving compression by using
a smaller tree to describe the same stochastic language. They are denoted with ⇛c and are all
α-stable by Lemma 2.

‚ Single node collapse Choice and sequence nodes with only one child node can always be
collapsed to that child node.

‘(x:w) : w ⇛c x:w where ‘ P tÑ,ˆu (CO.1)

This holds as the stochastic languages for these operators are preserved across single nodes.
Ñ(u)

„
ðñ ˆ(u)

„
ðñ u.

An example use:
Ñ: 1

a: 1

⇛c

a: 1

‚ Flatten Nodes with a multi-child operator, and children which are also trees with the same
operator, can be brought under a single parent node.

‘(u1,‘(u2, u3)):w ⇛c ‘(u1, u2, u3):w where ‘ P tÑ,ˆu (CO.2)
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This holds as a straightforward consequence of operator associativity.

An example use:

ˆ: 6

a: 1 ˆ: 5

b: 2 c: 3

⇛c

ˆ: 6

a: 1 b: 2 c: 3

‚ Fixed loop identity A single-iteration fixed loop is equivalent to its subtree.

⟳1
n(u) : w ⇛c u:w (CO.3)

Stochastic languages for single iteration loops are the same as those for the child node, or a
sequence with one child:

⟳1
n(u):w

„
ðñÑ(u)

„
ðñ u

⟳1
n(u) : w ⇛cu:w

An example use:
⟳1

n: 3

a: 3

⇛c

a: 3

‚ Fixed loop roll Sequences of the same subtree can be summarized as fixed loops.

Ñ(u, u):w ⇛c ⟳2
n(u):w

Ñ(u,⟳m
n (u)):w ⇛c ⟳m+1

n (u):w

Ñ(⟳m
n (u), u):w ⇛c ⟳m+1

n (u):w

Ñ(⟳m1
n (u),⟳m2

n (u)):w ⇛c ⟳m1+m2
n (u):w (CO.4)

Note that ⟳m
n (u):w

„
ðñÑ(u...m times ...):w by the definition of the fixed loop operator ⟳n

in Definition 25. So this rule achieves compression without information loss.

An example use:

Ñ: 2

a: 2 ⟳3
n: 2

a: 2

⇛c
⟳4

n: 2

a: 2

‚ Fixed loop nesting Nested fixed loops can be consolidated.

⟳m1
n (⟳m2

n (u)):w ⇛c ⟳m1m2
n (u):w (CO.5)

Stochastic language preservation follows directly from the definition of fixed loops:

⟳m1
n (⟳m2

n (u)):w ”Ñ(Ñ(u, ... m2 times ...), ...Ñ(u, ... m2 times ...)...
loooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooon

m1 times

)

„
ðñ⟳m1m2

n (u):w
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An example use:

⟳5
n: 1

⟳3
n: 1

b: 1

⇛c
⟳15

n : 1

b: 1

4.5.3 Fitness and Precision-Preserving With Stochastic Information Loss

For these rules, stochastic information is preserved only where sub-trees are strictly equal, as for
Ψ. They are denoted with ñfps. All rules are α-stable by Lemma 2; some are also α-reducing.

Lemma 3 (Sequence Distribution Over Choice Preserves Trace Language).

Ñ(u1,ˆ(u2, u3):w2 + w3):w2 + w3 –c ˆ(Ñ(u1, u2):w2,Ñ(u1, u3):w3):w2 + w3

Proof. Per Definition 25, a sequenceÑ enforces a strict trace order, and choice ˆ is disjoint. Note
also that the underlying automata E1 ++(E2\E3) and (E1 ++E2)\(E1 ++E3) are disjoint after
a new initial place where every exiting transition is an initial transition in E1.

‚ Choice similarity reduction Choices between structurally similar trees are merged into a
single tree.

ˆ(u1, u2)ñfps Ψ(u1, u2) where u1 –c u2 (FP.1)

This rule is α-stable.
Similar PPTs are trace language-equivalent, but not stochastic language equivalent, as simil-

arity (–c) compares each leaf and operator node, but not their weights. This shows α-stability.
The fitness and precision of similar PPTs will then also be equal for the same log. For the same
reason, the Ψ (merge) operator also only affects stochastic information, not fitness and precision.

Recall wa(ˆ(u1, u2)) = wa(u1)\wa(u2). No new traces are introduced or removed by \, and
u1 –c u2, so fitness and precision are preserved.

An example use:
ˆ: 3

a: 1 a: 2

ñfps
a: 3

‚ Choice folding Pulls up common prefixes in a choice into the head of a sequence.

ˆ(Ñ(ux1, u2):w1,Ñ(ux2, u3):w2):w1 + w2

ñfpsÑ(Ψ(ux1, ux2),ˆ(u2, u3)):w1 + w2 where ux1 –c ux2 (FP.2)

The correctness of this rule follows from:

Take ˆ(Ñ(ux1, u2):w1,Ñ(ux2, u3):w2):w1 + w2))

Substitute um = Ψ(ux1, ux2) with loss of stochastic information

ñfps ˆ(Ñ(um, u2):w1,Ñ(um, u3):w2):w1 + w2

–cÑ(um,ˆ(u2, u3)):w1 + w2 by Lemma 3
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As the trace language of the tree is unchanged by this rule, fitness and precision are preserved.
The original choice PPT is non-deterministic, but the result introduces no new symbols to α, and
is deterministic when det(um)^ det(ˆ(u2, u3):w1 + w2). Hence, the rule is α-reducing.

An example use:

ˆ: 2

Ñ: 1

a: 1 b: 1

Ñ: 1

a: 1 c: 1

ñfps
Ñ: 2

a: 2 ˆ: 2

b: 1 c: 1

‚ Choice folding suffixes Common suffixes are folded into a new sequence node at the tail.

ˆ((Ñ(u1, uy1):w1), (Ñ(u2, uy2):w2)):w1 + w2

ñfpsÑ(ˆ(u1, u2),Ψ(uy1, uy2)):w1 + w2 where uy1 –c uy2 (FP.3)

The correctness of this rule follows from:

Take ˆ((Ñ(u1, uy1):w1), (Ñ(u2, uy2):w2)) : w1 + w2

Substitute um = Ψ(uy1, uy2) with loss of stochastic information

ñfps ˆ((Ñ(u1, um):w1), (Ñ(u2, um):w2)) : w1 + w2

–cÑ(ˆ(u1, u2), um):w1 + w2 by Lemma 3

As the trace language of the tree is unchanged by this rule, fitness and precision are preserved.
Starting symbols are unchanged, so the rule is α-stable.

An example use:

ˆ: 3

Ñ: 2

a: 2 b: 2

Ñ: 1

c: 1 b: 1

ñfps
Ñ: 3

ˆ: 3

a: 2 c: 1

b: 3

‚ Choice skip A common head is pulled into a sequence with a choice between the tail and a
silent activity.

ˆ(x1:w1,Ñ(x2, y1, ...):w2,Ñ(x3, y2, ...):w3) : v

ñfpsÑ(Ψ(x1:w1, x2:w2, x3:w3),ˆ(y1:w2, y2:w3..., τ :w1)): v

where x1:w1 –c x2:w2 –c x3:w3 (FP.4)

Note that applying this rule to two similar subtrees does not always result in a reduction of
nodes. The rule is only applied when it would result in a reduction of the number of nodes. The
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quality criteria properties of the rule can be seen as follows.

Take ˆ(x1:w1,Ñ(x2, y1, ...):w2,Ñ(x3, y2, ...):w3): v

Substitute um = Ψ(x1:w1, x2:w2, x3:w3) for x1, x2 and x3

ñfps ˆ(um,Ñ(um, y1, ...):w2,Ñ(um, y2, ...):w3): v

Introduce silent transition suffix for solo um, which maintains trace language

–cˆ(Ñ(um, τ):w1,Ñ(um, y1, ...):w2,Ñ(um, y2, ...):w3): v

Apply Choice folding FP.2

ñfpsÑ(um,ˆ(y1:w2, y2:w3..., τ :w1)): v

As the trace language of the tree is unchanged by this rule, fitness and precision are preserved.
The original choice PPT is non-deterministic, but the result introduces no new symbols to α, and
is deterministic when det(um) ^ det(ˆ(y1:w2, y2:w3..., τ :w1): v). Hence the rule is α-stable. A
corresponding rule for sequence suffixes exists, but is not a determinism-trap, so is not included.

An example use:
ˆ: 5

a: 1 Ñ: 2

a: 2 b: 2

Ñ: 2

a: 2 c: 2

ñfps
Ñ: 5

a: 5 ˆ: 5

b: 2 c: 2 τ : 1

‚ Fixed Loop of Probability Loops The sum of geometric distributions is a negative bi-
nomial distribution [71, p139-142]. This rule approximates such a distribution with a geometric
distribution of the same mean.

⟳m
n (⟳ρ

p (x)):w

ñfps ⟳ρ(m´1)
p (x):w

where m ą 1 (FP.5)

Sequences of arbitrary length have a non-zero probability under both the geometric and the
negative binomial distributions. Accordingly,

@u,m, ρ‚tg(⟳m
n (⟳ρ

p (u))) = tg(⟳ρ
p (u))

Fitness and precision are hence preserved. Changing probability distribution results, by defin-
ition, in a loss of stochastic information.

The m = 1 case is handled by Fixed loop identity CO.3.

An example use:

⟳4
n: 5

⟳2
p: 5

a: 5

ñfps
⟳6

p: 5

a: 5
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‚ Probabilistic Loop Nesting This rule replaces a probabilistic loop of probabilistic loops as
a single loop.

⟳ρ1
p (⟳ρ2

p (x)):w

ñfps ⟳ρ1ρ2
p (x):w (FP.6)

Lemma 4 (Loop replacement preserves fitness). @u, ρ ‚ tg(u) Ď tg(⟳ρ
p (u)).

Proof. As tg(⟳ρ
p (u)) consists of all sequences of u and the empty trace,

@u, ρ ‚ tg(u) Ď tg(⟳ρ
p (u))

Extending the observation in the proof of Lemma 4, as all sequences of u and the empty trace
are already represented by one probabilistic loop, @u, ρ1, ρ2 ‚ tg(⟳ρ1

p (u)) = tg(⟳ρ2
p (⟳ρ1

p (u)).
Accordingly, fitness and precision are preserved.
Mixtures of geometric distributions cannot be assumed to be geometric distributions. So

stochastic information is lost. The new distribution has the same mean as the original, by the
product of expectations [57, p222].

An example use:

⟳3
p: 5

⟳10
p : 5

a: 5

ñfps
⟳30

p : 5

a: 5

‚ Concurrent subsumption Sequences already recognized as concurrent are pulled under that
pattern.

ˆ(Ñ(x1_1, x1_2, ...): v1,^(x2_1:w1, x2_2:w2, ...): v2): v1 + v2

ñfps^(Ψ(x1_1: v1, x2_1:w1),Γ(Ψ(x1_2: v1, x2_2:w2),
w2

v1 + w2
), ...): v1 + v2

where @i ‚ x1_i –c x2_i (FP.7)

This rule is α-stable.
By examining trace languages, we can see that sequences can be substituted into concurrency

operators with similar children, with stochastic loss.
First note that concurrency across child trees always implies support for a sequence of those

trees.

Lemma 5 (Sequence trace language subsets concurrency).

@u1, u2 P PPT ‚ tg(Ñ(u1, u2):w1) Ď tg(^(u1, u2):w2)

Proof. Definition 25 for sequence Ñ and concurrency ^ shows that ^(u1, u2):w is a race E1 ||E2

with prefix and suffix silent transitions. This race always supports, as one allowable path, one
operand automaton executing completely, then the other.
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Now examining the rule, by Lemma 5, the trace language is unaffected by removing the se-
quence, as the traces are supported by the ^ construct. However, PPT weight consistency rules
must be maintained. As the sequence is evidence the x1_1 subtree is more likely, we give it weight
proportional to the original sequence.

Substitute um1 = Ψ(x1_1: v1, x2_1:w1)

um2 = Γ(Ψ(x1_2: v1, x2_2:w2),
w2

v1 + w2
)

ˆ(Ñ(x1_1,x1_2, ...): v1,^(x2_1:w1, x2_2:w2, ...): v2): v1 + v2

ñfpsˆ(^(um1, um2): v1 + v2): v1 + v2

Apply single node collapse CO.1

⇛c^(um1, um2): v1 + v2

The stochastic language is not preserved, but it is approximated.

An example use:

ˆ: 4

Ñ: 1

a: 1 b: 1

^: 3

a: 2 b: 1

ñfps
^: 4

a: 3 b: 1

‚ Concurrency single node collapse Concurrency nodes with a single child node can be
collapsed with stochastic loss.

^(u) : w ñfps u : w (FP.8)

This rule is α-stable.
The WSFA for a concurrent operator defines preceding and succeeding silent activities, which

when removed, lose stochastic information.

wa(^(u):w) = τ [w] wa(u) τ [w]

ñfps wa(u)

An example use:
^: 2

a: 2

ñfps a: 2

‚ Concurrency flattening Nested concurrency operators can be flattened with loss of stochastic
information.

^(x1:w1,^(x2:w2, x3:w3)

ñfps^(Γ(x1:w1,
wT + 1

wT
),Γ(x2:w2,

wT ´ w1

wT
),Γ(x3:w3,

wT ´ w1

wT
)

where wT =
ÿ

wi (FP.9)
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This reallocates probability mass according to SLPN semantics at the child and grandchild
level but may not preserve stochastic information at further levels, as discussed earlier in Sec-
tion 4.3.3. Fitness and precision are preserved, together with the trace language, as previously
shown for the control-flow process trees operator [96]. This rule is α-stable.

An example use:

^: 4

a: 1 ^: 3

b: 2 c: 1

ñfps
^: 4

a: 1 b: 2 c: 1

‚ Silent sequence Silent transitions are removed from sequences.

Ñ(u1, ..., τ, ..., um):w

ñfpsÑ(u1, ..., um):w (FP.10)

The stochastic loss of information in this otherwise straightforward silence elimination rule
happens in concurrent trees, and is discussed in Section 4.3.3. The corresponding reduction rule
for control-flow process trees has no loss [96]. This rule is α-stable.

An example use:
Ñ: 1

a: 1 τ : 1 c: 1

ñfps
Ñ: 1

a: 1 c: 1

‚ Silent concurrency Weight from a removed silent child is redistributed to remaining nodes.

^(u1:w1, ..., um:wm, τ : v):w + v

ñfps^(Γ(u1:w1,
w + v

w
), ...,Γ(um:wm,

w + v

w
)):w + v (FP.11)

The stochastic loss of information in this otherwise straightforward silence elimination rule
happens in concurrent trees, and is discussed in Section 4.3.3. The corresponding reduction rule
for control-flow process trees has no loss [96]. This rule is α-stable.

As it is recognised stochastic information will be lost, it is sufficient to note that by definition,
a silent activity does not change the trace language of the model, that is,

tg(^(u1:w1, ..., um:wm, τ : v):w + v) = tg(^(Γ(u1:w1,
w + v

w
), ...,Γ(um:wm,

w + v

w
)):w + v)

An example use:
^: 6

b: 2 c: 2 τ : 2
ñfps

^: 6

b: 3 c: 3

4.5.4 Fitness-Preserving Lossy Reductions

These rules preserve trace fitness of the input model with respect to a given log, but may reduce
precision and stochastic information. They are denoted with ñfs.
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‚ Concurrent reduction from choice sequence prefixes Concurrency is inferred when
permutations of a given two-step sequence are seen at the head of a sequence. Generalizing
concurrency involves re-scaling the weights of the merged sub-trees.

ˆ(Ñ(ux1, uy1, ...tl1...):w,Ñ(uy2, ux2, ...tl2...): v):w + v

ñfs Ñ(^(Γ(Ψ(ux1:w, ux2: v),
w

w + v
),Γ(Ψ(uy1:w, uy2: v),

v

w + v
)):w + v,

ntl):w + v

where ux1 –c ux2 ^ uy1 –c uy2

and ntl =

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

xy , if tl1 = tl2 = xy

ˆ(Ñ(...tl1...):w, τ : v):w + v , if tl1 ‰ xy ^ tl2 = xy

ˆ(τ :w,Ñ(...tl2...): v):w + v , if tl1 = xy ^ tl2 ‰ xy

ˆ(Ñ(...tl1...):w,Ñ(...tl2...): v):w + v , otherwise

(FPL.1)

As concurrency ^ introduces silent transitions, we know from Section 4.3.3 that stochastic
fidelity will be lost. The weights are scaled proportionally according to which subtree is first, as
evidence that those activities are more likely to win the race.

Next consider fitness and the trace languages. For the head sequences Ñ(ux1, uy1):w and
Ñ(uy2, ux2): v):w + v, we can see that their trace languages are subsets of the head concurrency
^ operator in the result.

ux =Ψ(ux1:w, ux2: v)

uy =Ψ(uy1:w, uy2: v)

tg(Ñ(ux1, uy1):w) Ď^(ux, uy):w by Lemma 5

tg(Ñ(uy2, ux2):w) Ď^(ux, uy):w by Lemma 5

Looking at the construction of the new tail ntl from the original tails tl1 and tl2 by cases, the
first case is trivial.

xy , if tl1 = tl2 = xy Trivially equal trace languages (case 1)

The ˆ operator preserves operand trace languages by definition: tg(u1) Ď tg(ˆ(u1, u2)). Also
by definition, silence τ preserves trace languages. This covers the last three cases.

ˆ(Ñ(...tl1...):w,τ : v):w + v , if tl1 ‰ xy ^ tl2 = xy (case 2)

tg(Ñ(...tl1...):w) Ď tg(ˆ(Ñ(...tl1...):w, τ : v):w + v) Definition of choice

ˆ(τ :w,Ñ(...tl2...): v):w + v , if tl1 = xy ^ tl2 ‰ xy (case 3)

tg(Ñ(...tl2...): v) Ď tg(ˆ(τ :w,Ñ(...tl2...): v):w + v) Definition of choice

ˆ(Ñ(...tl1...):w,Ñ(...tl2...): v):w + v , otherwise (case 4)

tg(Ñ(...tl1...):w) Ď tg(ˆ(Ñ(...tl1...):w,Ñ(...tl2...): v):w + v) Definition of choice

tg(Ñ(...tl2...): v) Ď tg(ˆ(Ñ(...tl1...):w,Ñ(...tl2...): v):w + v) Definition of choice
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This shows fitness is preserved.

In the special case of sequences of two leaf nodes, fitness and precision are preserved, as:

tg(ˆ(Ñ(a, b):w1,Ñ(b, a):w2):w1 + w2) = txa, by, xb, ayu

tg(^(a:w1, b:w2):w1 + w2) = txa, by, xb, ayu

However for many compound subtrees, precision is not preserved. This is true of choice reduc-
tion to concurrency in general.

Lemma 6 (Concurrent reduction from choice does not maintain precision). This applies to rules
of the following form:

ˆ(Ñ(ux1, uy1):w1,Ñ(uy2, ux2:w2):w1 + w2

ñfs^(Ψ(ux1, ux2):w3,Ψ(uy1, uy2):w4):w3 + w4

Proof. Counter-example:

tg(ˆ(Ñ(Ñ(a, b): 1, c): 1,Ñ(c,Ñ(a, b): 2): 2): 3) = txa, b, cy, xc, a, byu

tg(^(Ñ(a, b): 1, c: 2): 3) = txa, b, cy, xa, c, by, xc, a, byu

Here single node sequences have been collapsed, per rule CO.1, for clarity. An additional trace in
the latter trace language results in loss of precision.

Together with other concurrent rules such as FP.7 and FP.9, concurrency across sequences
longer than two entries can be recognised, so long as all permutations are represented. As all
activities are already present in both children before the application of the rule, concurrent reduc-
tion is α-stable.

An example with two leaf nodes is below. The empty tails of the sequences are omitted, and
the resulting single child choice operator is again collapsed per CO.1.

An example use:

ˆ: 3

Ñ: 2

a: 2 b: 2

Ñ: 1

b: 1 a: 1

ñfs
^: 3

a: 2 b: 1

‚ Concurrent reduction from choice sequence suffixes Concurrency is inferred when per-
mutations of a given two-step sequence are seen at the end of a sequence. This is similar to FPL.1

Process Mining with Labelled Stochastic Nets 75



4.5. CONCRETE RULES CHAPTER 4. TOOTHPASTE MINER

above, but for sequence suffixes.

ˆ(Ñ(...hd1..., ux1, uy1):w,Ñ(...hd2..., uy2, ux2): v):w + v

ñfs Ñ(nhd,

^(Γ(Ψ(ux1:w, ux2: v),
w

w + v
),Γ(Ψ(uy1:w, uy2: v),

v

w + v
)):w + v,

where ux1 –c ux2 ^ uy1 –c uy2 and

nhd =

$

’

’

’

&

’

’

’

%

xy if hd1 = hd2 = xy

ˆ(Ñ(...hd1...):w, Ñ(...hd2...): v):w + v):w + v

if |hd1| ě 1^ |hd2| ě 1

(FPL.2)

The rule does not apply when only a single sequence prefix is reduced to the empty sequence.
A rule along these lines does exist, but was not included as it is not a determinism-trap.

As concurrency ^ introduces silent transitions, we know from Section 4.3.3 that stochastic
fidelity will be lost. The weights are scaled proportionally according to which subtree is first by
sequence, as evidence that those activities are more likely to win the race.

Next consider fitness and the trace languages. Inspecting the tail sequencesÑ(ux1, uy1):w and
Ñ(uy2, ux2): v):w+ v, we can see that their trace languages are subsets of the tail concurrency ^
operator in the result.

ux = Ψ(ux1:w, ux2: v)

uy = Ψ(uy1:w, uy2: v)

tg(Ñ(ux1, uy1):w) Ď^(ux, uy):w by Lemma 5

tg(Ñ(uy2, ux2):w) Ď^(ux, uy):w by Lemma 5

Looking at the construction of the new head nhd from the original heads hd1 and hd2 by cases,
the first case is trivial.

xy , if hd1 = hd2 = xy Trivially equal trace languages

The ˆ operator preserves operand trace languages by definition: tg(u1) Ď tg(ˆ(u1, u2)). Also
by definition, silence τ preserves trace languages. This covers the remaining case.

ˆ(Ñ(...hd1...):w,Ñ(...hd2...): v):w + v):w + v

tg(Ñ(...hd1...):w) Ď tg(ˆ(Ñ(...hd1...):w,Ñ(...hd2...): v):w + v):w + v) Definition of choice

tg(Ñ(...hd2...):w) Ď tg(ˆ(Ñ(...hd1...):w,Ñ(...hd2...): v):w + v):w + v) Definition of choice

So fitness is preserved. As this rule is a form of choice reduction to concurrency, by Lemma 6,
precision is not preserved. The initial symbols of the PPT are unchanged, so it is straightforward
to see the rule is α-stable. Then for the case where hd1 = hd2 = xy the reasoning is the same, but
the initial choice can be eliminated.
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An example use:
ˆ: 3

Ñ: 2

a: 2 b: 2 c: 2

Ñ: 1

d: 1 c: 1 b: 1

ñfs
Ñ: 3

ˆ: 3

a: 2 d: 1

^: 3

b: 2 c: 1

‚ Geometric Abstraction This rule combines fixed loops into a single probabilistic loop.

ˆ(⟳m1
n (u):w1, ...,⟳mν

n (u):wν): v

ñfs µ(⟳m1
n (u):w1, ...,⟳mν

n (u):wν) (FPL.3)

Consider ˆ(⟳m1
n (u1):w1, ...,⟳mn

n (uν):wν): v where @i, j ď ν ‚ ui –c uj . By definition of ˆ,
v = Σν

1wi. These loops are used as samples in a geometric probability distribution.

Probability of exit P =
Σν

1wi

Σν
1miwi

Mean repetitions ρ̄ =
1

P
=

Σν
1miwi

Σν
1wi

Helper function µ averages ν loops using a scaled fold with Ψ

ū = µ(⟳m1
n (u1):w1,...,⟳mν

n (uν):wν) =

⟳ρ̄
p (Γ(Ψ(Γ(u1,m1),Ψ(...,Γ(uν ,mν))), P ): v

By definition, @⟳i
n(u) ‚ tg(⟳i

n(u)) Ă tg(⟳ρ
p (u)), i.e., a fixed length sequence is a strict subset

of the set of all sequences. So this rule preserves fitness. However precision and stochastic inform-
ation are not preserved. As an example, consider the model ˆ(⟳2

n(b: 1): 1,⟳4
n(b: 1): 1): 2. When

transformed to ⟳3
p (b: 2): 2, precision decreases, as the language of the model increases to include

traces such as xb, b, by. Stochastic information is also lost, by summarising the individual trace
lengths with a single mean.

Geometric abstraction is α-stable.

An example use:

ˆ: 2

⟳2
n: 1

b: 1

⟳4
n: 1

b: 1

ñfs
⟳3

p: 2

b: 2

‚ Probability Loop of Fixed Loops Sequences which repeat according to a geometric distri-
bution can be represented more simply as a geometric distribution of the repeated tree, with the
same mean.

⟳ρ
p (⟳m

n (x:w)):w

ñfs ⟳mρ
p (x:w):w (FPL.4)
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As the fixed loop is removed, the property of only repeating in multiples of m is lost in this
transformation. Sequences of arbitrary length have a non-zero probability under the geometric
distribution the transformation results in. Accordingly:
@u,m, ρ1, ρ2 ‚ tg(⟳ρ1

p (⟳m
n (x:w)):w) Ď tg(⟳ρ2

p (u))

Fitness is preserved.
As new sequences are introduced not of the fixed loop length, precision is lost. Consider

⟳4
p (⟳2

n(a: 1)): 5ñfps⟳8
p (a: 5): 5, where the original model only accepts sequences of a where the

length is a multiple of two. Counter-example trace σe = xa, a, ay then shows loss of precision, since
σe P tg(⟳8

p (a: 5): 5))^ σe R tg(⟳4
p (⟳2

n(a: 1)): 5).
Changing probability distribution also results, by definition, in a loss of stochastic information.
This rule is α-stable.

An example use:

⟳4
p: 5

⟳10
n : 5

a: 5

ñfs
⟳40

p : 5

a: 5

‚ Loop Similarity Rules Loops are not similar to their subtrees by–c. However loops and their
children can be usefully consolidated with some loss of information. Noting that ⟳1

n(u):w
„
ðñ

u:w, we define loop similarity –L:PPT Ø PPT :

u1 –L⟳ρ
p (u2)ðñ u1 –c u2

Consider a loop rule replacement function ls : (PPT Ñ PPT ) Ñ (PPT Ñ PPT ). A reduc-
tion rule tr using –c has a loop-similar variation ls ˝ tr using –L and replacement tree ū.

For rule parameters x1:w1 –L⟳ρ
p (x2:w2):w2

⟳ρ1

p (ū) = µ(⟳1
p (x1:w1),⟳ρ

p (x2:w2)) (FPL.5)

The consolidated tree ū may replace u1 and u2 in a transformation rule tr where u1 –L u2

and the resulting rule application still results in tree size reduction.

Lemma 7 (Loop replacement of child preserves fitness). Take PPTs u, uL P PPT where uL is
constructed by replacing one node ui in u with ⟳ρ

p (ui) for some ρ. Then @u P PPT ‚ tg(u) Ď
tg(uL).

Proof. By cases. For u P PPT :
If u is a leaf x:w where x P AY tτu, by Lemma 4, tg(x:w) Ď tg(⟳ρ

p (x:w)).
If u is a loop u =⟳ρ

p (ui) and child ui is replaced, then tg(⟳ρ
p (ui)) already represents every

possible repetition of ui, so tg(⟳ρ
p (ui)) = tg(⟳ρ

p (⟳ρ
p (ui))).

If u is a sequence, choice or concurrency node u = ‘(..., ui, ...) and child ui is replaced, note
again by Lemma 4 that tg(ui) Ď tg(⟳ρ

p (ui)). We can then reason that because the traces of
ui are all represented after the transformation, tg(‘(..., ui, ...)) Ď tg(‘(...,⟳ρ

p (ui), ...)) where
‘ P tÑ,ˆ,^u.

Finally ⟳n can be considered a special case of a sequence, exhausting the cases.
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If the original rule preserves fitness, the loop-similar rule also preserves fitness. Let tr P

PPT Ñ PPT be such a rule and u P PPT . Let V be the set of subtrees in ls ˝ tr(u) where a
node ui was replaced with ⟳ρ

p (ui). By fitness preservation Lemma 4 tg(ui) Ď tg(⟳ρ
p (ui)). By

Lemma 7 fitness is preserved when a child node is replaced with a loop equivalent. Accordingly,
tg(u) Ď tg(tr(u)) Ď tg(⟳ρ

p (ls ˝ tr(u))), and fitness is preserved.
Precision is lost. Consider the application of choice folding FP.2 combined with loop similarity

on the model ˆ(Ñ(⟳3
p (a: 1), b): 1,Ñ(a, c): 1): 2. When transformed toÑ(⟳2

p (a: 2): 2,ˆ(b: 1, c: 1)),
precision is lost, as traces such as xa, a, a, cy, which were previously invalid, are now permitted by
the model. Stochastic information is also lost.

Accordingly, if the original rule is of at least Fitness-Preserving Lossy (ñfs) preservation level,
the final rule will be Fitness-Preserving Lossy. If the original rule is Simplifying Lossy (ñs), so is
the final rule.

Loop similarity is α-stable, but note the rule it is applied to may have a weaker determinism
category, which will become the category of the final rule.

4.5.5 Simplifying Lossy Reductions

The last rule category abstracts or summarises a PPT, from both a control flow and stochastic
perspective, at the expense of control-flow fitness and precision. Such rules are useful for the
management of noise and for allowing a user to tune the detail of the model for their specific use
case. They are denoted with ñs.

‚ Concurrent similarity reduction Pairs of similar concurrent subtrees reduce to repetition.

^(x1:w, x2: v):w + v

ñs ⟳2
n(Ψ(x1:w, x2: v)):w + v) where x1 –c x2 (SL.1)

This rule is α-stable.

Consider the PPT:

^: 4

Ñ: 1

a: 1 b: 1

Ñ: 3

a: 3 b: 3

This allows the trace xa, a, b, by, therefore fitness and precision are not, in general, preserved.

An example use:
^: 4

a: 1 a: 3

ñs
⟳2

n: 4

a: 4

‚ Choice Pruning Low probability paths may be pruned.
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ˆ(x:w1, y:w2): v ñs x: v

where w2

v
ă ϵ, a supplied probability threshold (SL.2)

Neither fitness nor precision are preserved. Consider the example:

ˆ(a: 99, b: 1): 100ñs a: 100

The final model loses the trace xby, so fitness is lost for logs such as Lc = [xay1]. If the comparison
log Lcf = [xay10], precision is increased; if it is Lcp = [xby10], precision is decreased, so precision
cannot be preserved in general.

This rule is α-reducing, as the set of start symbols shrinks.
An example use with ϵ = 0.02:

ˆ: 100

Ñ: 95

a: 95 b: 95 c: 95

f : 4 g: 1
ñs

ˆ: 100

Ñ: 95.957

a: 95.957 b: 95.957 c: 95.957

f : 4.042

4.5.6 Normal Form

A normal form for a PPT is found after completely applying preserving compression rules, and
using a syntactic ordering convention.

Definition 33 (Normal Form for PPTs). The normal form comprises:

1. No single children for non-loops (CO.1).

2. Flatness (CO.2).

3. Fixed loops are rolled (CO.4), de-nested (CO.5) and single iteration loops are removed
(CO.3).

4. Lexical ordering for ˆ and ^ nodes, which are commutative.

^: 6

b: 1 τ : 3 a: 1 Ñ: 1

Ñ: 1

c: 1 d: 1

b: 1 τ : 1

⇛c

^: 6

a: 1 b: 1 τ : 3 Ñ: 1

c: 1 d: 1 b: 1 τ : 1

Figure 4.13: Example transformation to PPT normal form.

An example conversion to normal form is shown in Figure 4.13.
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loopGeo : : (Eq a , Ord a ) => PRule a
loopGeo = choiceChildMR loopGeoList

loopGeoList : : (Eq a ) => LRule a
loopGeoList ( ( Node1 op1 u1 r1 w1 ) : ( Node1 op2 u2 r2 w2 ) : p t l )

| u1 =~= u2 = loopGeoList (
Node1 PLoop ( merge u1 u2)

( ( ( r1∗w1)+( r2∗w2) )/ (w1+w2))
(w1+w2)

: p t l )
| otherwise = Node1 op1 u1 r1 w1 :

loopGeoList ( Node1 op2 u2 r2 w2 : p t l )
. . .
loopGeoList pt = pt

Figure 4.14: Haskell code for Geometric abstraction FPL.3

4.6 Evaluation

An implementation of Toothpaste Miner was evaluated against existing stochastic process discovery
techniques using real-world logs2. Quality was evaluated using the Earth Movers’ Distance [95]
and Alpha-precision [59] measures, simplicity and execution time.

4.6.1 Implementation

Toothpaste Miner was implemented in Haskell, exploiting the pattern-matching capabilities of
that language. Haskell allows for concise expression of transformation rules, as in the code listing
in Figure 4.14. PPT similarity –c is implemented as the =~= operator.

This implementation includes discovery, and SLPN conversion to PNML. It maintains ^ and
ˆ nodes in lexical order for cheaper comparisons, and to limit traversal distance for similarity
rules such as Choice similarity FP.1. Concurrency identification is limited to sequences of length
two. The implementation outputs PPT models in the normal form described in Section 4.5.6.
Noise reduction is implemented by adding the Choice Pruning Rule SL.2 to the ruleset after a
full discovery run without that rule. XES log parsing was performed by a Python script.

Two cycles of implementation and evaluation were conducted. The first used a binary tree
implementation of PPTs. This chapter reports on the second cycle of evaluation, with a multi-
node implementation, as at version v0.9.3.0.

2Source code for the implementation, experiment setup and result files are all available at https://github.com/
adamburkegh/toothpaste. See Appendix A
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4.6.2 Evaluation Design

In order to evaluate the practical use of our discovery technique, it was compared to established
stochastic discovery techniques in the literature with public implementations. K-fold cross valida-
tion (k = 5) was used on six logs, and results compared using stochastic quality criteria, simplicity
and computation time, summarized in Table 4.3.

Table 4.3: Discovery Evaluation Design

Logs Techniques Measures
BPIC 2013 closed [141] Toothpaste dtm (Definition 28) XPU [59] (and Chapter 6)
BPIC 2018 control [61] GDT_SPN Discovery [130] Entity count
BPIC 2018 reference [61] walign-inductive (Chapter 3) Execution time
Road Traffic Fines [105] wfreq-split (Chapter 3) EM [95]
Sepsis [111] wpairscale-split (Chapter 3)
Teleclaims [7] Trace model

The Trace Model benchmark is constructed with unity weights. The estimators walign-
inductive, wfreq-split and wpairscale-split combine a control-flow discovery step, in this case the
Split or Inductive miners, with a weight estimation step (see Chapter 3). These combinations were
chosen based on performance in previous experiments in the literature, described in Section 4.1.

The Existential precision measure, XPU, is an adaptation of the Alpha-precision measure [59].
The Alpha Precision measure uses the stochastic language of the model and the event log to make
inferences about the underlying system that generated the log. This depends on a parameter
called alpha significance which varies across domains, making the comparison of models across
logs difficult. We use the Existential Precision metric (XPU) as an alternative to allow such
comparisons. We introduce XPU in Section 6.3.5 in Chapter 6, with other conformance metrics.

As the models output by Toothpaste discovery can be non-deterministic, that is at certain
stages multiple externally indistinguishable steps can be taken, measures based on entropy over
SDFAs [100, 126] were not used in this evaluation.

4.7 Results and Discussion

We review the experimental results of our evaluation in Section 4.7.1. Section 4.7.2 discusses
alternative designs for the PPT formalism.

4.7.1 Experimental Results

Experiments were run on a Windows 10 machine with a 2.3GHz CPU, 10 Gb of allocated memory
and Haskell Stack 2.9.1 with GHC 8.10.7. Figure 4.15 shows the performance of the miners
plotting Earth movers’ distance against Alpha-precision. Where results for a technique do not

82 Process Mining with Labelled Stochastic Nets



CHAPTER 4. TOOTHPASTE MINER 4.7. RESULTS AND DISCUSSION

Figure 4.15: Earth Movers’ Distance (EM) and Existential Precision (XPU) for stochastic process
miners across six real-life or realistic logs.

appear, either no model was produced, or measures did not return a result. These were caused by
either not returning within a timeout of eight hours, or exceeding available memory.

The Toothpaste Miner models are able to consistently adhere to the process described by the
logs across a number of domains, at an Earth-Movers’ Distance (EM) measure of 0.75 or better.
Performance on the Existential precision measure (XPU) is also typically above 0.75. On EM and
XPU, the Toothpaste Miner showed the best performance on the Road Traffic Fines, Sepsis and
Teleclaims logs, was close to the best technique for the remainder, and able to produce models
for all experimental logs used. On the challenging Sepsis log, which is the record of a hospital
treatment process, precision is low at 0.25, but also the highest of any of the discovery techniques.
To analyse the interaction of EM, Alpha-precision and model entity count, Pareto frontiers of
mean measures by technique were constructed for each log. Toothpaste is on the frontier for the
BPIC 2013 closed, Road Traffic Fines, Sepsis, and Teleclaims logs.

When unable to apply reduction rules, Toothpaste Miner will return a complicated model
rather than no model. This is in keeping with a general trade-off of consistency and quality against
simplicity, as seen in Table 4.4. PPTs allow a more compact representation than Petri nets. For
example a sequence will have nearly twice the places and transitions of its PPT equivalent, and a
loop even more. However, for a fair comparison, we use SLPNs as the standardised representation,
and the high number of entities for some models is in line with the more complicated models
produced on some logs. In these cases the Toothpaste models can act as a quality-preserving form
of log compression, as determined by the rules used during discovery. They can also be used as
part of an analysis pipeline, rather than as standalone human-readable diagrams.

Toothpaste executed in 2-11 seconds across the range of logs, including the execution of the
Python log conversion script, showing the practical feasibility of the technique.
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Ñ: 3512

incoming claim: 3512
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Ñ: 1720
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⟳2
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⟳2
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n: 525 close claim: 525
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Figure 4.16: Model mined by Toothpaste dtm from the teleclaims log.

Ñ: 43808

initialize: 43808

begin editing: 43808

finish editing: 43808

ˆ: 43808
τ : 36631.625

⟳2.2879152
p : 7176.371 save: 7176.371

Figure 4.17: Model mined by Toothpaste dtm from the BPIC2018 control log with 0.1 noise
reduction.
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Log Miner Execution time (ms) Entity Count EM XPU

Mean Std dev Mean Std dev Mean Mean

BPIC2013 closed GDT_SPN 181.00 251.57 25.20 3.90 0.67 0.01
BPIC2013 closed toothpaste 2863.00 1899.89 435.00 108.20 0.86 0.78
BPIC2013 closed trace 12.00 12.88 2368.60 105.71 0.97 0.91
BPIC2013 closed walign-inductive 110.20 150.37 7.20 1.64 0.70 1.00
BPIC2013 closed wfreq-split 767.00 58.37 16.00 1.41 0.67 0.85
BPIC2013 closed wpairscale-split 770.20 64.84 16.00 1.41 0.91 0.76

BPIC2018 control GDT_SPN 706.20 262.90 31.60 1.34 0.99 0.99
BPIC2018 control toothpaste 9069.40 204.30 51.20 6.83 0.92 0.99
BPIC2018 control trace 177.80 52.08 55758.80 485.53 1.00 1.00
BPIC2018 control walign-inductive 886.00 224.45 21.80 1.30 0.96 0.98
BPIC2018 control wfreq-split 2205.80 63.63 20.60 2.41 0.80 0.86
BPIC2018 control wpairscale-split 2195.00 82.37 20.60 2.41 0.92 0.90

BPIC2018 reference GDT_SPN 1177.40 582.45 32.60 1.82 0.97 0.95
BPIC2018 reference toothpaste 9592.00 241.33 1379.80 190.92 0.96 0.96
BPIC2018 reference trace 137.40 41.83 42663.20 311.90 1.00 0.99
BPIC2018 reference walign-inductive 864.00 223.00 22.00 1.22 0.96 0.97
BPIC2018 reference wfreq-split 2086.00 121.66 23.00 2.74 0.81 0.77
BPIC2018 reference wpairscale-split 2077.40 90.65 23.00 2.74 0.96 0.78

Road Traffic Fines GDT_SPN 61796.60 122011.90 68.80 3.77 0.76 0.10
Road Traffic Fines toothpaste 9387.40 151.13 355.00 30.81 0.96 0.91
Road Traffic Fines trace 657.20 155.05 194516.00 370.02 NaN NaN
Road Traffic Fines walign-inductive 1597.60 343.21 32.20 3.27 0.78 0.30
Road Traffic Fines wfreq-split 2351.20 111.64 31.80 0.45 0.62 0.14
Road Traffic Fines wpairscale-split 2350.40 99.34 31.80 0.45 0.75 0.69

Sepsis GDT_SPN 10147434.00 11267371.16 95.00 6.48 NaN 0.00
Sepsis toothpaste 4711.40 3224.87 3057.00 282.94 0.79 0.23
Sepsis trace 25.00 23.58 5877.60 335.38 0.70 0.86
Sepsis walign-inductive 580.40 152.72 50.40 4.16 0.52 0.00
Sepsis wfreq-split 926.80 57.44 48.40 1.67 0.49 0.00
Sepsis wpairscale-split 969.50 57.28 48.00 1.41 NaN NaN

Teleclaims GDT_SPN 453.00 27.14 60.00 0.00 NaN 0.00
Teleclaims toothpaste 2404.60 329.08 116.00 0.00 0.95 0.86
Teleclaims trace 61.60 33.31 17754.80 241.82 0.98 1.00
Teleclaims walign-inductive 143.80 107.50 28.60 0.55 0.52 0.00
Teleclaims wfreq-split 1267.25 710.65 56.25 0.50 0.63 0.00
Teleclaims wpairscale-split 1192.00 645.96 56.20 0.45 0.63 0.00

Table 4.4: Summary statistics for different miners and logs.

Figure 4.16 shows a model mined from teleclaims log with zero noise reduction. This shows
the identification of control constructs and the estimation of weights in a human readable model.
There is a repeated subtree in this model, starting at ˆ: 1525, which the current rules do not
identify due to the occurrence at a “grandchild” level among differing subtrees. Figure 4.17 shows
a compact model mined from the BPIC2018 control log, which is a documentation process for the
EU Common Agricultural Policy. A noise reduction parameter of 0.1 was used.

4.7.2 Alternative Semantics and Connections To Process Algebras

In the definition for PPTs (Definition 25) used throughout this chapter, care has been taken to
maintain compatibility with SLPNs and Petri net derived semantics. This necessarily includes
uses of weighted silent transitions for some control flow constructs, particularly for concurrency
and probabilistic loops. This is both a feature and limitation of Petri net representation, or in
other words a form of representational bias [6, p118].

The impact of silent states on composition is discussed in Section 4.3.3 and a useful example
is in Figure 4.8. It is possible to define alternative loop and concurrency semantics which do not
include structural silent events in the resulting weighted paths.
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Compositional Concurrency operator. The ˙̂ operator represents parallel execution of child
trees. It provides nesting consistency where ˙̂ (u1, ˙̂ (u2, u3))

„
ðñ ˙̂ (u1, u2, u3).

wa( ˙̂ (u1, u2, ..., un) : w) = wa(u1) ||wa(u2) || ... ||wa(un)

@s1, .., sn, w1, .., wn‚ ˙̂ (s1 : w1, ..., sn : wn) : w ùñ w =
ÿ

(sj ,wj)

wj

Compositional Probabilistic Loops. The probabilistic loop operator
Äρ

p(u) executes the child
tree with the probability of exiting at each iteration of 1

ρ where ρ P R+ ^ ρ ě 1, and without
intermediate entry or exit states. The weight of the child node is the weight of the parent loop.
The exit state of the child is made the entry state, forming a loop. It supports an infinite trace
language of finite traces.

wa(⟳ρ
p (x1:w1):w1) = Eloop

where Eloop = (SL, AL, ãÑL, s0, s0)

E1 = (S1, A1, ãÑ1, s1.0, s1.ω) = wa(x1:w1)

SL = S1

AL = A1

ãÑL = ts0
x[w]
ãÑ s1.2 | s1.1

x[v]
ãÑ1 s1.2 ^ s1.2 ‰ s1.ω ^ w =

v ¨ (ρ´ 1)

ρ
u

Y ts1.1
x[w]
ãÑ s0 | s1.1

x[v]
ãÑ1 s1.ω ^ w =

v ¨ (ρ´ 1)

ρ
u

and for the weights of exiting transitions TEw

ρ
=

ÿ

vPTE

v

Unlike other PPT constructs, this loop version imposes conditions on the weights of the exit
transitions from the component WSFA, which may cause other composition difficulties.

Such definitions suggest simpler expression of some composed concurrency and loop constructs
is possible. As place-transition nets are Turing-complete [124], at least if given an unlimited budget
of places and transitions similar to a Turing machine’s infinite tape, it seems likely that such
constructs are still translatable to some form of Petri net. It is less clear that a strictly equivalent
Stochastic Petri net would be constructable under stricter complexity constraints, precisely because
the concurrency mechanism requires an intermediate silent state.

These alternative semantics suggest connections to stochastic process algebras such as PEPA [84]
or EMPA [26]. The connection to the powerful concurrency modelling constructs in process algeb-
ras has been noted since the beginning of process mining research [8], and more recent research
uses process mining discovery algorithms to construct control-flow process algebra models [23].
Process algebras have different strengths and weaknesses to Petri nets. For example: “Stochastic
process algebras lack the attractive graphical presentation of Petri nets [but have] an explicit
compositional structure.” [74].

In PEPA specifically, the co-operation operator represents parallel execution with possible
mutual communication with timing resolved by a race. Durations in general are described by
negative exponential distributions.
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Though the elegant expression of concurrency without additional internal states is appealing,
the current investigation is more concerned with probability than the combined problems of prob-
ability and time. There are also benefits to using notations well-understood in the process mining
community. Process mining using stochastic process algebras may be a useful direction for future
research.

4.8 Summary
This chapter presents one set of solutions to the problem of unsupervised learning of stochastic
process models. Our solution uses a novel formalism, Probabilistic Process Trees, with well-defined
semantics, and this allowed us to understand the challenges of concurrency and determinism
in stochastic models. Through the use of well-defined reduction and abstraction rules, we also
introduced two polynomial time discovery algorithms which calculate such stochastic models, and
support noise reduction. An implementation and experimental evaluation produced models, which
achieve a consistently high quality across a number of real-life logs, at feasible execution times,
while trading model simplicity for quality in some cases.

In Chapter 5, we show solutions on PPTs for computing probability of a trace, with an ap-
proximation bound, when using a stochastic process model.

In Chapter 6, we introduce a genetic miner discovery algorithm which works on PPT models.
We also use Toothpaste Miner to discover models included in a large data set of stochastic models.
This dataset is used to quantitatively analyse common properties shared across models.

Probabilistic Process Trees are designed, as a formalism, to have commonalities with formal-
isms in control-flow process mining. This obviously includes process trees, but also workflow nets
and single-entry single-exit regions. These structures give guarantees for a number of formal prop-
erties, such as safeness and soundness. Future work demonstrating those properties, and formally
articulating the connection to the theory of regions, would enable algorithms and techniques that
leverage those guarantees.

Though we show a number of properties for PPT rules, this did not include confluence [27,
p10], whereby when there is a choice of applicable rules, the order in which they are applied does
not change the final result. This would be a desirable property to show in future work, as it is
often part of term-rewriting and subtree replacement systems. The Toothpaste Miner restriction
that a rule must always reduce the number of nodes in a tree may add further complications to
its proof or disproof.

Future work on discovery can include algorithms which produce simpler models, algorithms
with determinism guarantees, and algorithms which integrate the quality-preservation aspects of
rules with other forms of structural simplification.
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Chapter 5

Trace Probability With
Probabilistic Process Trees

In many instances it is exceedingly
difficult to estimate beforehand the sale
of an article, or the effects of a machine.

Charles Babbage
On the Economy of Machinery and

Manufactures [16]

The promise of stochastic process models is that they can be used for detailed and precise
descriptions of probability. A particularly useful calculation is for trace probability: the probability
that a trace will occur under a given model (Definition 13). Until recently (indeed, within the
research timeframe of this thesis), this was an unsolved problem for the sorts of stochastic process
models most often used for process mining, those that support concurrency, loops, silent activities,
and duplicate labels. Models with these constructs are used in process mining because they occur
in data from and models for real world organisations.

This chapter presents two solutions to the trace probability problem, Trace-Prob (Defin-
ition 13). The first is on Weighted Stochastic Finite Automata (WSFAs) (Definition 21). The
second, and more novel, solution, is on Probabilistic Process Trees (PPTs) (Definition 25). PPTs
were introduced in Chapter 4, where they were used as the basis of discovery algorithms. Here we
show their application to a problem related to process mining conformance. The solution allows
precise calculation of trace probability within a given approximation bound, including for loops,
duplicates and silent transitions.

Section 5.1 reviews related work. Section 5.2 describes a solution for trace probability on
WSFAs, while Section 5.3 introduces a new solution to trace probability on PPTs. Section 5.4
discusses the solution and prototype implementation. Section 5.5 summarises the chapter in the
context of other work in this thesis.
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5.1 Related Work
Stochastic process model conformance is a recent and active research topic. Stochastic process
models make it possible to answer questions of probability, including the probability that a par-
ticular sequence of activities occurs in a process. Stochastic extensions for Petri nets include
Stochastic Petri Nets (SPNs) and Generalised SPNs (Definition 9). The stochastic behaviour
of such nets can be captured through a discrete-time Markov chain [20]. However traditional
stochastic nets do not support transition labels or silent transitions. A common focus is solving
for a steady-state, describing the probabilities and behaviour as time approaches infinity. This
is done through construction of discrete-time Markov chains. Process mining, by contrast, must
commonly deal with silent and duplicate labels. As the models are describing individual passes
through a workflow, terminating executions are of more interest, and many process mining models,
such as workflow nets [6, p65], are designed to guarantee termination with all tokens at a final
place.

Determining the probability that a particular sequence of activities occurs in a stochastic pro-
cess model has accordingly been formulated as the Trace-Prob problem [98]. A linear program-
ming approach [98] provides one solution to Trace-Prob on SLPNs, also addressing traces with
certain automata-based constraints. Another recent solution uses an expectation-minimisation
(EM) algorithm on a novel model representation based on trees and probabilistic context free
grammars [157]. The work reported in Section 5.3 expands our understanding of stochastic pro-
cess models by providing a new, bounded, approximation for Trace-Prob on any PPT model.

Other contributions to stochastic conformance define quality measures for stochastic process
models. The Earth-movers’ distance (EMD) measure [95] represents shared probability mass
between models or between logs and models, building on the well-known Levenshtein string edit
distance. Measures for entropy precision and recall (fitness) [101], and entropic relevance [14] have
also been defined.

Entropy is typically defined using probability. Let X be a discrete random variable on the
alphabet B and distributed according to Pr : B Ñ [0, 1].

H(X) = ´
ÿ

xPB

Pr(x) log2 Pr(x)

The formulae for entropy precision, recall and entropic relevance take trace probability as an
input for a calculation over a stochastic language. A stochastic language is a real-valued multiset of
traces where the frequencies are probability values for each trace, as in Definition 2. Alternatively
and equivalently, a stochastic language can be a set of trace-probability pairs. Metrics using
entropy are constrained in definition and implementation to use Stochastic Deterministic Finite
Automata (SDFAs) [152], because a trace probability approximation is only defined for SDFAs.
By providing a solution on non-deterministic PPTs, the current chapter allows the extension of
these metrics, though this is not part of our contribution.

An Alpha-precision measure [59] interprets precision in terms of the statistical significance of
different paths in comparing different models and logs. Alpha-precision depends on trace probab-
ility, termed “model probability”, as an input. This may have influenced the demonstration of the
measure on Direct Follow Graphs rather than another formalism. The links between simplicity and
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entropy have also been investigated [89], emphasizing a distinction between behavioural simplicity
and structural simplicity. Behavioural simplicity attempts to describe whether the behaviour of
a system can be described with little information. Structural simplicity measures a particular
representation.

Beyond metrics, but still within stochastic conformance, trace probability is also an input for
the calculation of probabilistic alignments [24].

5.2 Trace Probability for Weighted Stochastic Finite
Automata

Weighted Stochastic Finite Automata (WSFAs) are built around probabilities for transitioning
between states, so have a trace probability calculation implicit in their design. However the
WSFA design, like many automata, have no special treatment for silence. τ labels are treated as
just another symbol. That multiple paths can result in the same trace requires special handling
in the probability calculation.

We will describe two probability functions:

Definition 34 (Trace Probability and Bound Approximation for WSFAs).

Let A Ď A be the activity set for the input WSFA

πwsfa : A
˚ ˆWS Ñ [0, 1] trace probability on WSFAs

πwϵ : A
˚ ˆWS ˆ (0, 1]Ñ [0, 1] trace probability with approximation bound

The πwsfa function is simpler, but is not a computable function, as there are some automata
where it is defined but will not return in finite time. The πwϵ is a computable function which
returns the trace probability accurate to an approximation bound.
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5.2.1 Automata Without Silent Loops

To detail the πwsfa function, we use a recursive intermediate function πst that takes a particular
state as input.

πst : A
˚ ˆWS ˆ S Ñ[0, 1] where S is the set of states for the input WSFA

Let E = (S,AY tτu, ãÑ, s0, sω)

πst(xay+ σ,E, s) =
1

wT

ÿ

Ta

w ¨ πst(σ,E, s1) +
1

wT

ÿ

Tτ

w ¨ πst(xay+ σ,E, s1)

πst(xy, E, sω) = 1

πst(xy, E, s) =
1

wT

ÿ

Tτ

w ¨ πst(xy, E, s1) where s ‰ sω

where Ta = ts
a[w]
ãÑ s1u and a P A

Tτ = ts
τ [w]
ãÑ s1u silent arcs

wT =
ÿ

s
x[w]
ãÑ s1

w

For an input state, πst looks at all the transitions from that state. For those that match the
head of the input trace, it takes the chance of that transition multiplied by the probability of the
suffix subtrace. For those that are silent, it takes the chance of those multiplied by the entire
input trace. For the empty trace, if the WSFA is at the terminal state, it’s a match. If it is not,
only silent transitions can still result in a match, and any other symbol terminates the recursion.

The overall probability function πwsfa is then:

πwsfa(σ, (S,Act, ãÑ, s0, sω)) = πst(σ, (S,Act, ãÑ, s0, sω), s0)

That is, this function adds the probability of all the possible matching paths.

a[5]

b[2]

τ [3]

c[2]

Figure 5.1: Example WSFA model, E1.

Considering the example WSFA in Figure 5.1 against various example traces:

πwsfa(xa, cy, E1) =
5

10
¨
2

2
+

3

10
¨ 0 =

1

2

πwsfa(xcy, E1) =
3

10
¨
2

2
=

3

10

πwsfa(xc, by, E1) =
3

10
¨
2

2
¨ 0 = 0

Figure 5.2 shows why πwsfa is not a computable function. The looping arc marked τ [1] will
cause the πst function to not terminate, as the input trace will not decrease in size on each traversal
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a[2]

τ [1]

b[3]

Figure 5.2: Example WSFA with silent loop, Eτloop.

of the loop and extra level of recursion. This is similar to the problem of establishing the stochastic
language for SLPNs with silent transitions and loops [102].

5.2.2 Approximating Loops Including Silence

The problems of silence in loops can be fixed by accepting an approximation. The πwϵ is a total
function that takes an approximation parameter. We use a new intermediate function πstϵ to define
it. Similarly, it passes an approximation parameter and the probability of the head sequence so
far inspected.

πstϵ : A
˚ˆWS ˆ S ˆ (0, 1]ˆ [0, 1]ˆ P(S)Ñ [0, 1]

where S is the set of states for the input WSFA

Let E = (S,AY tτu, ãÑ, s0, sω)

πstϵ(xay+ σ,E, s, ϵ, p, seen) =
1

wT

ÿ

Ta

w ¨ πstϵ(σ,E, s1, ϵ1,
pw

wT
, seenY tsu)

+
1

wT

ÿ

Tτ

w ¨ πstϵ(xay+ σ,E, s1, ϵ1,
pw

wT
, seenY tsu) , if p ą ϵ

πstϵ(xay+ σ,E, s, ϵ, p, seen) =
1

wT

ÿ

Ta

w ¨ πstϵ(σ,E, s1, ϵ1,
pw

wT
, seenY tsu) , if p ď ϵ

πstϵ(xy, E, sω, ϵ, p, seen) = 1 ; expected termination

πstϵ(xy, E, s, ϵ, p, seen) = 1

wT

ÿ

Tτ

w ¨ πstϵ(xy, E, s1, ϵ1,
pw

wT
, seenY tsu) , if p ą ϵ and s ‰ sω

πstϵ(xy, E, s, ϵ, p, seen) = 0 , if p ď ϵ and s ‰ sω ; terminate low probability repeated path

where Ta = ts
a[w]
ãÑ s1u , activity arcs

Tτ = ts
τ [w]
ãÑ s1u , silent arcs

wT =
ÿ

s
x[w]
ãÑ s1

w

ϵ1 =

$

&

%

w¨ϵ
wT

where s P seen ; scale down threshold for repeated state

ϵ otherwise

The structure of the calculation is similar to πst. The first difference here is that improbable
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paths involving silence are treated as probability zero. To achieve this, the function keeps track
of the visited states in the parameter seen, and the cumulative trace probability. If visiting a
new state, the suppression threshold, ϵ, is scaled down, so that the overall probability error will
be within the original threshold. If visiting a previously seen state, the suppression threshold is
unchanged. So in a loop involving silence, the current probability will monotonically reduce, while
the suppression threshold will not, eventually terminating the calculation.

The overall probability approximation function πwϵ is then:

πwϵ(σ, (S,Act, ãÑ, s0, sω), ϵ) = πstϵ(σ, (S,Act, ãÑ, s0, sω), s0, ϵ, 1,H)

An example probability calculation uses the WSFA Eτloop in Figure 5.2.

πwϵ(xb, cy, πwϵ,
1

10
) =

2

2
¨
2

3
for path xb, cy

+
2

2
¨
1

3
¨
2

3
for path xb, τ, cy

+
2

2
¨
1

3
¨
1

3
¨
2

3
for path xb, τ, τ, cy

+
2

2
¨
1

3
¨
1

3
¨ 0 ¨

2

3
for path xb, τ, τ, τ, cy and thereafter

=
2

3
+

2

9
+

2

27

=
26

27

As Eτloop supports only one valid trace, we can see that the cumulative sum should be equal
to 1, but is instead approximated by 26

27 , with an error of 1
27 , within the bound of 1

10 .

5.3 Trace Probability for Probabilistic Process Trees

Ñ: 483

ˆ: 483

approve claim: 52 reject claim: 431

^: 483

close claim: 248 ⟳2
p: 235

advise claimant: 235

Figure 5.3: Detail of a claims process as a Probabilistic Process Tree (PPT). Repeat of Figure 4.4.

Using the example model in Figure 5.3, we might ask the probability that claimants have to
be advised of a successful claim outcome exactly once. Using the techniques in this section it can
be shown this is:

πppt(xadvise claimanty,⟳2
p (advise claimant: 235)) = 1

4

We can also answer questions about longer sequences of activities and more complicated mod-
els. This section presents a bounded approximation for Trace-Prob on PPTs, and closed form
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solutions for useful subsets of PPTs. These together define terminating recursive functions πppt

and πϵ for trace probabilities on PPTs.

Definition 35 (Trace Probability and Bound Approximation for PPTs). Let A Ď A be the
activities for a given PPT. Then

πppt : A
˚ ˆ PPT Ñ [0, 1] trace probability on PPTs

πϵ : A
˚ ˆ PPT ˆ (0, 1]Ñ [0, 1] trace probability approximation with bound

In the sections below, we introduce loudness and boundedness for PPTs. The πppt function
is then defined by cases for leaf nodes, concurrency ^, choice ˆ, sequences Ñ, fixed loops ⟳n,
and probabilistic loops ⟳p. Some PPTs with silent activities within probabilistic loops are not
computable for the function πppt. In defining the solution, we take A Ď A to be the activity set
for the input PPT. The πϵ function is a computable function, and for all σ P A˚, u P PPT , ϵ P

[0, 1] ‚ πppt(σ, u) = πϵ(σ, u, ϵ) so long as πppt terminates.

5.3.1 Loud Trees and τ-Boundedness

An important subset of PPTs are those which do not accept an empty subtrace, and so cannot
include silent activities. We call these loud trees and denote the set of all such trees PPT loud.

loud : PPT Ñ B

loud(x:w) = (x P A) where x P AY tτu

loud(⟳ρ
p (u):w) = false

loud(⟳m
n (u):w) = loud(u)

loud(‘(u1, ..., um):w) =
m

ľ

i

loud(ui) where ‘ P tˆ,^,Ñu

PPT loud = tu P PPT | loud(u)u

When every probabilistic loop operator ⟳p in a tree is loud, the parent tree has the property
of being τ -bounded. This means for some constant k P N, there are at most k silent transitions
possible in any path through the tree.

5.3.2 Serial Trees

The concurrency operator ^ imposes no sequence constraint across child subtrees, beyond the
constraints imposed by each subtree individually. The probability semantics are however depend-
ent on the order of activities and silence in the possible paths. This makes the isolated calculation
of subtree probabilities challenging. Serial trees are those parts of the tree not parented by a
concurrent operator node (^). Within serial trees, trace probabilities can be combined at the
subtree level. The solution proceeds by cases of the different PPT operators, including some more
fine-grained cases for loops.
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Leaf Nodes Activity and silent nodes have a trace probability of zero or one.

πppt(xay, a:w) = 1

πppt(xy, τ : w) = 1

otherwise, πppt(σ, x : w) = 0 where x P AY tτu

Sequences and Fixed Loops Trace probability for sequences Ñ first evaluates the empty
trace probability. πS then considers each possible non-empty two-way split of input trace σ. The
function takes a trace, a sequence index, and a PPT model as parameters. This also applies to
fixed loops ⟳n. The definition makes use of the sequence slice operator ;, defined in Section 2.1.1.

πS : A
˚ ˆ Nˆ PPT Ñ [0, 1], trace probability for sequencesÑ

πppt(σ,Ñ(u1, u2, ...):w) = πppt(xy, u1) ¨ πppt(σ,Ñ(u2, ...):w)

+ πS(σ, 1,Ñ(u1, u2, ...):w)

Function πS splits at index n and recurses

πS(σ, n,Ñ(u1, u2, ...):w) = πppt(σ[1;n], u1)) ¨ πppt(σ[n+ 1;|σ|],Ñ(u2, u3, ...):w)

+ πS(σ, n+ 1,Ñ(u1, u2, ...):w)

where n ă |σ|

πS(σ, |σ|,Ñ(u1, u2, ...):w) = πppt(σ, u1) ¨ πppt(xy,Ñ(u2, u3, ...):w) , terminal case

otherwise, πS(σ, u) = 0

πppt(σ,⟳m
n (u):w) = π(σ,Ñ(u, ...m times...):w)

Loud Sequences and Fixed Loops A simplification to πS is possible for loud sequences and
fixed loops, as the term considering the empty trace always evaluates to zero.

πppt(σ,Ñ(u1, u2, ...):w) = πS(σ, 1,Ñ(u1, u2, ...):w) where loud(Ñ(u1, u2, ...):w)

Choice Trace probability for the choice operator is a weighted sum of subtree probabilities.

πppt(σ,ˆ(x1:w1, ..., xm:wm):w) =
1

wT

m
ÿ

i

wi ¨ πppt(σ, xi:wi)

where wT =
m
ÿ

i

wi

Probabilistic Loops of Empty Traces The calculation for probabilistic loops ⟳p uses an
approximation for the general case. However, there are some useful closed-form solutions for
common special cases that we detail first. Empty traces have a closed form trace probability
solution for probabilistic loops ⟳p, even when silent leaf nodes are present. It uses the well-known
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sum of a geometric progression.

πppt(xy,⟳ρ
p (u):w) =

8
ÿ

i=0

1

ρ

(ρ´ 1

ρ

)i
πppt(xy, u)

i

=
1

ρ
+

1

ρ

1

1´ (ρ´1)
ρ ¨ πppt(xy, u)

by sum of geometric series

=
1

ρ
+

πppt(xy, u)

ρ2

Probabilistic Loops of Singletons Traces of one element (singleton traces) also have a solu-
tion, noting that for such traces, the loop must consume exactly one token on one iteration, among
an arbitrary number of iterations consuming the empty trace.

πppt(xay,⟳ρ
p (u):w) =

8
ÿ

i=0

1

ρ
¨ πppt(xay, u)

(
ρ´ 1

ρ

)i

¨ πppt(xy, u)
i

= πppt(xay, u) ¨ πppt(xy,⟳ρ
p (u):w)

Applying the result above for probabilistic loops for empty traces

=
πppt(xay, u)(ρ´ 1)

ρ2
+

πppt(xay, u) ¨ πppt(xy, u)

ρ2

Loud Probabilistic Loops In a loud loop, each iteration of the loop must consume at least
one token in a given trace σ, meaning that iterations beyond |σ| have probability 0.

πppt(σ,⟳ρ
p (u):w) =

i=|σ|
ÿ

i=1

1

ρ

(
ρ´ 1

ρ

)i

πppt(σ,⟳i
n(u):w) where loud(u)

Approximating Loops Including Silence In a probabilistic loop including arbitrary silent
activities, the trace probability can be approximated within a probability bound ϵ. Loosely speak-
ing, the loop is “unrolled” until the probability of any further execution is non-zero but very
small.

Execution of a loop i times is the definition of a fixed loop, equivalent to a sequence Ñ of length i

πppt(σ,⟳ρ
p (u):w) =

i=8
ÿ

i=0

1

ρ

(
ρ´ 1

ρ

)i

πppt(σ,⟳i
n(u):w)

Choose k such that (ρ´ 1)k+1

(ρ)k
ď ϵ

πppt(σ,⟳ρ
p (u):w) =

i=k
ÿ

i=0

1

ρ

(
ρ´ 1

ρ

)i

πppt(σ,⟳i
n(u):w)

+
i=8
ÿ

i=k+1

1

ρ

(
ρ´ 1

ρ

)i

πppt(σ,⟳i
n(u):w) partition at k iterations

i=8
ÿ

i=k+1

1

ρ

(
ρ´ 1

ρ

)i

=
i=8
ÿ

i=0

1

ρ

(
ρ´ 1

ρ

)i

´

i=k
ÿ

i=0

1

ρ

(
ρ´ 1

ρ

)i

expand term for iterations ą k
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Let r =
ρ´ 1

ρ
and note by definition ρ ą 0

i=8
ÿ

i=k+1

1

ρ

(
ρ´ 1

ρ

)i

= r
1

1´ r
´ r

1´ rk+1

1´ r
by sum of geometric series

=
rk+1

1´ r
=

(ρ´ 1)k+1

(ρ)k

i=8
ÿ

i=k+1

1

ρ

(
ρ´ 1

ρ

)i

ď ϵ by the definition of k and ϵ

Since probability bounds apply, 0 ď πppt(σ,⟳i
n(u):w) ď 1

Replace
i=8
ÿ

i=k+1

1

ρ

(
ρ´ 1

ρ

)i

with ϵ to give the inequality

i=k
ÿ

i=0

1

ρ

(
ρ´ 1

ρ

)i

πppt(σ,⟳i
n(u):w) ď πppt(σ,⟳ρ

p (u):w) ď
i=k
ÿ

i=0

1

ρ

(
ρ´ 1

ρ

)i

πppt(σ,⟳i
n(u):w) + ϵ

This final inequality puts upper and lower bounds on the πppt function, with a width of ϵ.
Accordingly, an approximation function is

πϵ(σ,⟳ρ
p (u):w, ϵ) =

i=k
ÿ

i=0

1

ρ

(
ρ´ 1

ρ

)i

πϵ(σ,⟳i
n(u):w, ϵ)

The contribution of a subtree approximation range to a trace probability approximation
never increases with inclusion in a larger tree. Consider PPT u with child us, and trace σ

with subtrace σs. The trace probability for σ and u is conditional on the behaviour of us, or
π(σ, u) = Pr(σ matches u|σs matches us). As conditional probability is multiplicative by a value
less than one, the probability πϵ and the approximation range ϵ are not increased, so the approx-
imation range for u is bounded by ϵ.

5.3.3 Concurrent Trees

The entire subtree below a concurrent operator^ is a concurrent tree (Definition 26). In concurrent
trees, trace probabilities are calculated at the WSFA level. Above the topmost concurrent tree,
the trace probability of the concurrent subtree can be used directly in other calculations, reducing
their computational cost.

Concurrency in τ-bounded Trees Trace probabilities for concurrent trees depend on the
WSFA trace probability defined in Section 5.2. For τ -bounded trees these are finite and the
probability function will terminate.

πppt(σ,^(u1, u2, ...):w) = πwsfa(σ,wa(^(u1, u2, ...):w)

Concurrency in Probabilistic Loops A similar technique to serial trees can be used to gener-
ate approximated trace probabilities for probabilistic loops in concurrent trees. Given an ϵ bound,
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Ñ: 10

a: 10 ˆ: 10

b: 4 Ñ: 4

τ : 4 b: 4

τ : 2

Figure 5.4: Example PPT usilent with sequence, choice and a silent activity.

Ñ: 10

a: 10 ⟳2
p: 10

ˆ: 10

b: 8 τ : 2

Figure 5.5: Example PPT uloop with sequence, choice and probabilistic loop operators, as well as
a silent activity.

choose k as for serial probabilistic loops, such that

(ρ´ 1)k+1

(ρ)k
ď ϵ

An approximation function for loops is then, as above,

πϵ(σ,⟳ρ
p (u):w, ϵ) =

i=k
ÿ

i=0

1

ρ

(
ρ´ 1

ρ

)i

πϵ(σ,⟳i
n(u):w, ϵ)

As the contribution of subtree probabilities do not increase on inclusion in larger trees, the
infinite set of paths generated by ⟳p (u) may be truncated at k unrollings, as for serial trees. This
allows a bounded probability approximation for all PPTs.

5.3.4 Example Trace Probability Calculation

In Figure 5.4 we have an example PPT with sequence, choice, and a silent activity. The PPT is
a serial tree and τ -bound, so the probability can be calculated exactly.

πppt(xa, by, usilent) = 1 ¨ πppt(xby,ˆ(b: 4,Ñ(τ, b): 4, τ : 2): 10)

=
4

10
+

4

10
+ 0 =

4

5

In Figure 5.5 we have an example PPT with sequence, choice, a probabilistic loop, and a
silent activity. The PPT contains a probabilistic loop including silence, so the probability must
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be approximated within a bound.

πϵ(xay, uloop,
1

10
) =1 ¨ πϵ(xy,⟳2

p (ˆ(b: 8, τ : 2): 10): 10,
1

10
)

From parameters, ρ = 2 and ϵ =
1

10
so 1k+1

2k
ď

1

10

Hence k = 3

πϵ(xay, uloop,
1

10
) =

i=3
ÿ

i=0

1

2
¨
1

2i
πϵ(xy,⟳i

n(ˆ(b: 8, τ : 2): 10),
1

10
)

=
1

2
¨ 1 ¨ 1 for i = 0

+
1

2
¨
1

2
¨
2

10
for i = 1

+
1

2
¨
1

8
¨
2

10
¨
2

10
for i = 2

+
1

2
¨
1

16
¨
2

10
¨
2

10
¨
2

10
for i = 3

= 0.575 rounded to three places

πϵ(xa, by, uloop,
1

10
) =1 ¨ πϵ(xby,⟳2

p (ˆ(b: 8, τ : 2): 10): 10)

k = 3 as above

πϵ(xa, by, uloop,
1

10
) =

i=3
ÿ

i=0

1

2
¨
1

2i
πϵ(xby,⟳i

n(ˆ(b: 8, τ : 2): 10),
1

10
)

= 0 for i = 0

+
1

2
¨
1

2
¨
4

5
for i = 1

+
1

2
¨
1

2
¨
1

2
¨
4

5
¨
4

5
for i = 2

+
1

2
¨
1

2
¨
1

2
¨
1

2
¨
4

5
¨
4

5
¨
4

5
for i = 3

= 0.312

The probability calculation for the concurrency operator is per the WSFA, and examples are
found in section 5.2.

Using the example model in Figure 5.3, consider the probability that an approved claim
is closed before the client is advised. The simplest scenario can be expressed as the trace
σe1 = xapprove claim, close claim, advise claimanty. Using the the formulae in this section, and
an epsilon of 0.001, probability πppt(σe1) = 0.021, rounded to three places. Including cases where
the claimant is advised up to five times, the probability is 0.040, or 4%.

5.3.5 Complexity

In evaluating computational complexity, we can recognise that the choices taken by the trace
probability calculation form a tree of possible paths we will call a path tree. This is similar to a
prefix tree [91, p492] or Petri net unfolding [69].

In the worst case, where all of the model is within a concurrent tree, the computational
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complexity of the path tree navigation is exponential, from the number of combinations of ordered
strings. The bound for time is O(n ¨ k ¨ 2m) where n is the number of nodes in the original tree, k
is the loop unrolling approximation bound, and m is the largest concurrent tree.

Let the size of the path tree model be nt. The sequence and loop calculations consider |σ| splits
of input σ. The worst case complexity bound for the probability calculation is then O(|σ|2 ¨ nt).

The path tree can be conceptual, or realised as a concrete data structure that can be reused
on subsequent calculations, if the approximation bound is held constant. In this latter case, the
memory complexity matches the time complexity for the worst case. This construction cost can
then be treated as amortised over the lifetime of the data structure. One immediate use case is in
conformance techniques where a stochastic language is constructed by calculating trace probability
for every trace in an event log, such as Entropic Relevance [14].

Though the worst case bound is poor, the trace probability calculation is sensitive to model
quality in both construction and trace calculation. Simple models reduce cost by reducing nt.
High fitness and low-precision models typically rely on loops for their generality, such as the Petri
net flower model. The expansive state space will result in a large k and therefore nt, where a
more precise model will not. Determinism, sometimes identified as a quality measure in its own
right [145], will also reduce the search space by reducing the branches needing to be searched for
a particular trace. A balanced binary and deterministic path tree will have search cost O(log2 nt)

for an overall cost of O(nt + |σ|
2 log2 nt).

5.4 Results and Discussion

A prototype implementation of the trace probability calculation, using an in-memory path tree,
is available in Haskell1. This includes unit tests.

Considering other solutions to trace probability, the linear programming approach [98] has a
possible polynomial solution, rather than the worst-case exponential solution presented in this
chapter. Implementations and extensions can also leverage the deep research literature on LP-
solvers and optimised public implementations created for that problem. In this approach, there
may be less opportunity to reuse calculation artifacts from one trace probability calculation to the
next, as when calculating a stochastic language, even if using the same model.

Another solution to Trace-Prob uses probabilistic context-free grammars [157]. It uses a
novel process model structure, the Probabilistic Generative Process Model (PGPM). Like the
solution in this chapter, there is a relationship between the representation chosen for the calculation
and process trees used elsewhere in process mining. PGPM representations are associated with
grammar generation rules and estimated probabilities, and process trees are used as an input to
that part of the algorithm. The PGPM work also discusses challenges arising from process tree
concurrency operators. The PGPM method gives an approximate solution to trace probability,
without approximation bound. An expectation minimisation (EM) algorithm is used, with each
traversal having O(|σ|3) time complexity for trace σ.

1Source code for the implementation, experiment setup and result files are all available at https://github.com/
adamburkegh/toothpaste. See Appendix A.
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5.5 Summary
This chapter presented solutions for the trace probability problem, Trace-Prob, on Probabilistic
Process Trees (PPTs). An exact solution was provided for PPTs that produce paths with no more
than k silent entries. A solution within a parameterised approximation bound was provided for
the general case. This shows there are conformance use cases for PPTs, which were investigated
from a discovery perspective in Chapter 4.

One avenue for future work is an experimental evaluation of trace probability solutions on
real-life logs. Another is the extension of metrics for use on PPTs. A number of stochastic process
quality metrics require stochastic languages. These metrics are often restricted to SDFAs, as
they are a class of model with known techniques for generating these languages. One example
is the Entropy Recall [101] measure. As deterministic PPTs are already equivalent to SDFAs, a
particular virtue would be allowing the calculation of metrics on non-deterministic PPTs. It may
also be possible to provide precise accuracy bounds for the metrics derived from the approximation
bound for the trace probability calculation.

Both PPTs and the trace probability calculation on them are decomposable into recursive sub-
components. This also suggests future work. Process mining techniques using models translatable
to PPTs, such as many SLPNs, may leverage the techniques in this chapter. Recall that worst
case complexity is sensitive to deep trees with concurrent parents, and when these are not present,
solutions may be both computationally cheap and reused across traces. For example, a stochastic
language calculation may be optimised by detecting a PPT-equivalent sub-component of a model,
such as a τ -bounded tree. Alternatively a stochastic process discovery technique might internally
calculate trace probability, to ensure that traces with high probability mass in the log are have a
similar probability in the model.

Another solution to the trace probability problem is presented in Chapter 6, in the context
of generating an approximated stochastic language from a process model. That solution treats
SLPNs in general, but does not provide a guarantee relating the approximation parameter and
the probability of a trace in the language.
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Chapter 6

Stochastic Process Quality
Dimensions

Geometry lies at the crossroads of a
physics problem and an affair of the
State.

Deleuze and Guattari
A Thousand Plateaus [58]

This chapter is about measuring and comparing stochastic process models, particularly those
obtained through process mining [6].

Process mining has well-established ideas on the quality of models when they capture only
a control-flow perspective, without a stochastic element. Many quantitative conformance meas-
ures for such models exist, organised under four quality dimensions: fitness, precision, simplicity
and generalization [6, p118]. This approach supports thinking through design trade-offs in the
construction of models, rather than seeking to optimise a singular metric.

In this chapter, we investigate what dimensions may describe the quality of stochastic process
models. There are no established quality dimensions for such models. We use metrics designed
for stochastic models as one starting point, as well as established control-flow process mining
dimensions. The mathematical space under consideration is not purely analytical, as the underly-
ing event logs to which models are compared are real-life empirical data on the social behaviour
of organisations. This suggests using an exploratory quantitative analysis. Our approach was
empirical, based on collecting and evaluating stochastic process models for real-life processes. Ex-
periments generated a collection of thousands of models, using a variety of techniques, and based
on event data from six real-life logs. Metrics collected included those from the literature and some
adapted or designed specifically for this experiment. This empirical data was analysed for correla-
tion and principal components (PCA). Based on this analysis, we propose three stochastic process
model quality dimensions: adhesion, relevance and simplicity. Both the proposed dimensions for
stochastic process model quality, and the empirical investigation, are novel.

The investigation includes:

Process Mining with Labelled Stochastic Nets 103



6.1. PRELIMINARIES CHAPTER 6. QUALITY DIMENSIONS

• An experimental design for investigating stochastic process quality measure relationships;

• Metrics supporting that investigation;

• Two cycles of experimental evaluation and analysis;

• Candidate metrics based on the three dimensions; and

• Detailed demonstrations of the dimensions and metrics in use on concrete example models.

We also introduce the following secondary results:

• A practical, approximate solution for trace probability calculation (Trace-Prob, Defini-
tion 13);

• A genetic miner for the discovery of stochastic process models, Stochastic Evolutionary Tree
Miner (SETM), suitable for laboratory use; and

• A new implementation of the entropic relevance measure [14] applicable to a broader range
of models than those in the original paper or public implementation.

The remainder of this chapter proceeds as follows. Formal foundations are defined in Section 6.1
and background scholarship is discussed in Section 6.2. The experimental design is described in
Section 6.3, including metric choice, model generation and differences between the first and second
cycles of experiment. Results of the experiment are presented and analysed in Section 6.4. Quality
dimensions, and metrics suggested by these results, are discussed in Section 6.5, including applying
them to example models with a range of different qualities. Section 6.7 concludes.

6.1 Preliminaries

Extending the foundational structures in Chapter 2, we formalise the idea of generating a play-out
event log from a stochastic model, and metrics on such logs.

Definition 36 (Play-out Log). A play-out log [6, p41] Lp P B+(A˚) is a finite real-valued multiset
of traces.

Real-life event logs have whole-numbered traces, but in our laboratory setup, fractional trace
counts are useful in play-out logs to accommodate some side-effects of scaling. These are always
positive. The set of all play-out logs is L+ Ą L. Stochastic languages may be infinite, but
the experiment design in this chapter uses finite approximations derived from play-out logs. The
corresponding finite stochastic language for a play-out log can be found when scaling by the inverse
of the cardinality of the log, 1

|L|
.

The concepts of metrics and measures from Definition 12 are also useful for play-out logs.

Definition 37 (Play-out Metrics and Measures). A play-out metric is a function comparing play-
out logs and event logs, mp : L+ ˆ L+ Ñ R, and a play-out measure µp is a play-out metric with
range [0, 1].
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6.2 Related Work

This research builds on other scholarly work on stochastic process mining and models. This
includes the discovery of such models, their quantitative measurement and comparison (conform-
ance), and the dimensions along which they may be compared.

6.2.1 Discovery

Many control-flow discovery algorithms exist [72]. Stochastic process discovery algorithms are
more limited in number, and may directly annotate models discovered by control-flow tech-
niques [130] or construct stochastic models directly [117]. The current study builds directly on
the analysis of genetically-mined control-flow models [33], both in study design, and direct ex-
tension of the Evolutionary Tree Miner code [34]. That work conducted a qualitative study on
classes of models generated with different genetic miner constraints. In this work, the dimensions
derived through quantitative analysis in Section 6.5 are applied qualitatively in Section 6.5.4. The
Stochastic Evolutionary Tree Miner (SETM), a laboratory discovery technique suitable for explor-
ing alternative models, is introduced in Section 6.3.3. For these two experiments, we used GSPN
and SLPN discovery techniques with public implementations [130] that existed in the literature,
including those in Chapters 3 and 4.

6.2.2 Quality Dimensions

For control flow process models and process mining, quality measures are typically considered to be
measuring one of four quality dimensions: fitness, precision, simplicity and generalization [33], [6,
p118]. Fitness measures indicate how well the model can reproduce the behaviour of the log.
Precision measures how much of the model is used to reproduce log behaviour. A model may
describe not just all traces in the log, but many other traces besides: such a model has high
fitness but low precision. The simplicity dimension considers simpler models as higher quality,
in both an application of Ockham’s Razor [139] and a recognition that simpler models are easier
to understand [115]. Generalization measures whether the model is applicable to more than the
current sample (in process mining, a specific event log). In contrast to approaches in statistical
learning where metrics aspire to represent overall model quality [153], in process mining, model
quality is usually presented as a way to make design trade-offs against four quality criteria which
are inherently in tension.

Though many studies investigate particular techniques quantitatively, quantitative experi-
ments on the basis for quality dimensions are rarer. There is at least one quantitative study of
the relationship between control-flow quality dimensions [87]. This used a collection of quality
measures on models from a variety of control-flow discovery techniques. Factor analysis on the
results found fitness and precision components with a clear correspondence to existing measures.
An established consensus on what control-flow dimensions were meaningful preceded the experi-
ment, and the empirical components supported those concepts. For the stochastic process context,
there are no pre-known dimensions, so this study has a more exploratory character.
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6.2.3 Conformance of Stochastic Process Models

Stochastic conformance metrics are those which specifically take stochastic process models as
input. We make use of most of the metrics surveyed below in Section 6.3.1, either directly, or
by introducing alternatives inspired by them (defined formally in 6.3.5). Existing metrics in the
literature often consider probability mass or the probability of particular traces as parameters in
metric calculation.

Calculating the probability of a particular trace through a process model is a non-trivial al-
gorithmic problem, Trace-Prob [98] (Definition 13), and a solution for Probabilistic Process
Trees is presented in Chapter 5, together with a discussion of existing work. In Section 6.3.2 we
show an alternative solution which uses SLPN model play-out - a variant of the Petri net token
game [6, p41] - to give the trace probability for all traces in a model beyond a given probability
threshold. The result is represented as a play-out log.

The Earth-Movers’ Distance measure [95] (EM) combines the well-known concepts of Leven-
shtein string edit cost - in this case in comparing traces - with the Earth-Movers’ distance over the
possible traces of model and log. As the set of possible model traces can be infinite, this includes
a truncated measure using a specific fraction of the probability mass, for tractability.

Entropy has been used as one basis for model quality measurement. In projection-based pre-
cision and recall [101], Stochastic Deterministic Finite Automata (SDFAs) are constructed for
both log and model. New SDFAs can be computed from a projection of the log over the model,
and vice versa, and entropy ratios then provide measures for precision (HP ) and recall/fitness
(HF ). These entropy precision and recall measures are used in this study. We also employ other
measures inspired by them, but not limited to SDFAs (Play-out Entropy Fitness and Precision
measures HIFT, HIPT, HJFT, HJPT). In entropic relevance [14], the process model is considered
as a way of encoding the log. The entropy of the resulting encoding is then calculated using
trace probability, and accounting for the encoding cost according to a background cost model.
Three cost models are provided, with three corresponding metrics: Universal (HRU), Zero Order
(HRZ) and Restricted Zero Order (HRR). In the original work trace probability is calculated for
SDFAs only. In our experiments, we use a trace probability calculation from play-out logs when
calculating these metrics, as seen in Section 6.3.1. The result is in bits and so not constrained to
a [0, 1] range.

The Alpha Precision measure [59] uses the stochastic language of the model and the event
log, and inferences about the underlying system that generated the log. Model trace probability
is aggregated for those traces where the probability of their occurrence in the underlying system
exceeds a parameter called alpha significance. The resulting alpha significance parameter varies
across domains, making the comparison of models across logs difficult. The Existential Precision
metric (XPU) is the alternative we introduce to allow such comparisons.

In summary, current discovery techniques use a variety of techniques and output model types,
but are somewhat comparable using a common denominator of SLPNs. Control-flow quality
dimensions suggest starting points for the quality of stochastic models, but translation of the
concepts to a stochastic setting is non-obvious, and new concepts may apply. Existing metrics for
stochastic models are inconsistently related to control-flow dimensions, and have restrictions on
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supported model types due to the challenges of calculating stochastic languages. This landscape
provides the challenges and constraints for our experimental design.

6.3 Experiment Design

event logs

exploration
measures

SETM
survival
function

genetic
miner

(SETM)

random GDT_SPN [130]
Estimators (Chapter 3)
Toothpaste (Chapter 4)

SETM
models

random
models

discovery
models

+ broad
metrics 	

exploration
metrics

+ delicate
measures

exploration dataset

full
metrics

discovery
dataset

dimensional analysis �
Figure 6.1: Experiment design, generating a broad range of models from event logs from different
domains, then applying metrics to them for analysis.

Figure 6.1 shows the experiment design. Real-life event log data was used, covering a number
of domains, as detailed in Tables 6.1 and 1.1. Using these inputs, a large number of process mod-
els were generated, using random generation and discovery techniques (including genetic miner
SETM). This was designed to obtain a large number of models of varying quality, and an abund-
ance of metrics for quantitative and qualitative analysis from different perspectives. Measures
applicable to all models, including low-quality ones, are termed exploration measures. Some broad
metrics applicable to all models (such as the number of edges) were added, and this set of ex-
ploration metrics were calculated for all models to form the exploration dataset. From laboratory
experience, some measures in the literature only reliably return values on higher-quality models.
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Table 6.1: Event logs for dimensions experiments..

Log Traces Variants |A| Domain
BPIC 2013 closed 1487 183 4 Issue tracking
BPIC 2013 incidents 7554 1511 3 Incident tracking
BPIC 2018 control 43808 59 7 EU Agriculture policy
BPIC 2018 reference 43802 515 6 EU Agriculture policy
Road Traffic Fines 150370 231 11 Italian policing
Sepsis 1054 846 16 Hospital diagnosis

We designate these delicate measures, and use them only on models generated by established
discovery techniques, the discovery models. Though such models are only a smaller part of the
larger universe of possible models, they are among the most relevant to process mining in practice.
This full set of metrics was collected on the discovery models, yielding the discovery dataset. Two
full iterations of the experiments were run, with small variations in the choice of metrics for each
cycle. Finally, dimensional analysis was performed on both datasets.

In detailing the experiment design, we first introduce the metrics collected. Secondly, we
examine the model representations which make the experiment practicable, stochastic play-out
logs, and the technique used to construct them. Thirdly, we detail the model generation techniques
used. Refinements and extensions from the first cycle of the experiments, to the second, are also
discussed.

6.3.1 Choice of Metrics

As reviewed in Sections 6.2.3 and 6.2, metrics in the stochastic process mining literature are as
yet limited in number, have restrictions on which models they can be applied to, and the result
may not be comparable across models from different problem domains. In choosing and designing
the metrics in these experiments, we deliberately cover a number of different design concepts. We
drew on the four control flow quality dimensions, using existing stochastic metrics where possible
(e.g., Entropy Precision [95]). To supplement these metrics and to explore a larger quality space,
we constructed stochastic versions of control flow measures, such as Play-out Entropy Precision
(HIPT) or the small changes to Generalization measures by trace floor and trace uniqueness [9].
We also explored the stochastic quality concepts Earth Movers’ Distance, Probability Mass, and
Entropy. The metrics used in the two experiment cycles are listed in Table 6.2. This includes
the design concept behind a metric’s inclusion, the abbreviation, and which experiments it was
used for. Categories correspond to those in Figure 6.1. Formal definitions for metrics are found
in 6.3.5.
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Table 6.2: Metrics and their design rationale.

Experiment
Abbrv. Metric Name Design Concept 1 2
Exploration measures

EMT
Earth Movers’
With Play-out Trace

Earth Movers’ ✓ ✓

TOR Trace Overlap Ratio Probability Mass ✓ ✓
TMO Trace Probability Mass Overlap Probability Mass ✓
ARG Activity Ratio Gower Fitness ✓ ✓
TRG2 Trace Ratio Gower length 2 Fitness ✓ ✓
TRG3 Trace Ratio Gower length 3 Fitness ✓ ✓
TRG4 Trace Ratio Gower length 4 Fitness ✓ ✓

HIFT
Play-out Entropy
Intersection Fitness

Fitness ✓ ✓

HIPT
Play-out Entropy
Intersection Precision

Precision ✓ ✓

HJFT
Play-out Entropy
Projection Fitness

Fitness ✓ ✓

HJPT
Play-out Entropy
Projection Precision

Precision ✓ ✓

XPU Existential Precision Precision ✓

SSENC
Structural Simplicity
by entity count [115]

Simplicity ✓ ✓

SSEDC
Structural Simplicity
by edge count [115]

Simplicity ✓ ✓

SSS
Structural Simplicity
incl. stochastic ratio

Simplicity ✓ ✓

TGF1 Generalization by Trace Floor (1) [9] Generalization ✓
TGF5 Generalization by Trace Floor (5) [9] Generalization ✓ ✓
TGF10 Generalization by Trace Floor (10) [9] Generalization ✓
TGDU Generalization by trace uniqueness [9] Generalization ✓ ✓
Exploration metrics

CSS
Structural Complexity
incl. stochastic

Simplicity ✓

MEC Model Entity Count [115] Simplicity ✓
MGC Model Edge Count [115] Simplicity ✓

HRU
Entropic Relevance
w. Uniform [14]

Entropy ✓

HRZ
Entropic Relevance
w. Zero Order [14]

Entropy ✓

HRR
Entropic Relevance
w. Restricted Zero Order [14]

Entropy ✓

Delicate measures - discovery only
EM Earth Movers truncated 0.8 [95] Earth Movers ✓ ✓
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Table 6.2 – continued from previous page
Experiment

Abbrv. Metric Name Design Concept 1 2
HP Entropy Precision [101] Precision ✓ ✓
HF Entropy Recall [101] Fitness ✓ ✓
Log metrics
LTC Log Trace Count Log ✓ ✓
LTE Log Event Count Log ✓ ✓

In the first experiment cycle, we found that some of these exploratory measures were very
highly correlated. As this is uninformative, and the measures were anyway excluded from much
of the statistical analysis, Trace Overlap Ratio TOR, and two Generalisation by Trace Floor
measures TGF1, and TGF10 were excluded in the second cycle of experiments. In the second
experiment cycle, we were able to add new metrics based on new scholarly work, particularly
Alpha Precision [59] and Entropic Relevance [14]. The Existential Precision (XPU) measure is
based on Alpha Precision.

The Entropic Relevance [14] metrics are originally restricted to SDFAs in its description and
public implementation. A new implementation for this work removes this restriction by using
stochastic play-out logs.

Two log metrics were included as controls: Log Trace Count (LTC) and Log Event Count
(LTE).

6.3.2 Stochastic Language Estimation with Play-out Logs

Play-out logs [6, p41] are an established process mining technique for generating event log traces
based on process models. For place-transition Petri nets, a standard way of generating play-out logs
is by “playing the token game” by noting the traces generated when the model advances from the
initial marking through subsequent states. Play-out logs in a stochastic setting have an advantage
over those with control-flow models: the stochastic model eliminates the need for arbitrary choices
and assumptions when choosing between enabled transitions. Often, some assumed probability
distribution is used for play-out logs on control-flow models Stochastic models, such as SLPNs,
already include explicit probability functions which define behaviour when multiple transitions
are enabled. The play-out log can then substitute for the model when comparing other logs or
models, allowing measurement of models which otherwise could not be practically included in the
experiment.

By using a finite representation to approximate the possibly infinite stochastic language of
the model, a stochastic play-out log eliminates or greatly reduces the need for multiple samples
to represent possible traces. Alternatives, such as random walks, will converge to representative
values over many runs, and are necessary when a distribution is not well known, or when there are
effects that emerge only after iterative calculation. The information in an SLPN allows alternative
paths to be calculated in proportion directly when the goal is to obtain representative proportions
of valid traces.
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The stochastic play-out log generator implemented for these experiments is represented as
function spg, which takes an SLPN and returns a play-out log. This can be thought of as a
breadth-first search on possible traces, pruning improbable traces. To describe it, we overload
function eb from Definition 5, which returns all enabled transitions for a net and a marking, to
take SLPNs as input, and otherwise behave as for place-transition nets. Trace marking function
tg : SN ˆ B(P )ˆ T Ñ B(P ) returns the new marking after a transition fires. Lastly function lab

gives a transition label as an activity sequence.

lab : SN ˆ T Ñ A˚

lab((P, T, F,M0,W, λ), t) = xy if λ(t) = τ else xλ(t)y

where t P T

Definition 38 (Stochastic Play-out Generation). Let g be an SLPN model such that g = (P, T, F,M0,W, λ).
Then sdlg is a play-out log generation functions taking an SLPN (g), a marking (m), a number of
traces to be generated (b), and a maximum path length (ω). Function spg is a specialisation which
assumes the initial marking. Function surplus allocates rounded amounts to specific traces.

sdlg : SN ˆ B(P )ˆ Nˆ NÑ L

sdlg(g,m, b, ω) =
ě

tPeb(n,m)

[σf | σ = lab(g, t) + σtl

^ d = floor
(
bW (t)

Ws

)
+ surplus(g, t,m, b)

^ r = sdlg(g, tg(n,m, t), d, ω ´ 1)

^ σtl P r

^ f = r[σtl]]

where Ws =
ÿ

t1Peb(g,m)

W (t1) if eb(g,m) ‰ H and ω ą 0

sdlg(g,m, b, ω) =[xyb] if eb(g,m) =H_ ω = 0

spg(g, b, ω0) =sdlg(g,M0, b, ω0)

The spg function takes a target size as a trace “budget”, then recursively splits the budget
according to each possible state in a token game, and the relative weights of enabled transitions.
The maximum path length ensures termination even for models that include potential livelock, or
infinite loops. Traces affected by maximum path lengths are truncated.

Rounding is represented by the surplus function. The value rounded across all enabled trans-
itions is the difference between the budget b and the sum of the weighted natural number alloc-
ations to those transitions. The rounding order is first to silent transitions, then by lexical order
of the transition labels, then to the transition with the least allocation, then arbitrarily. Prior-
itising silent transitions favours the representation of loop exit states in the SLPN translation of
PPT models. Least allocation refers to the enabled transition which will receive the least trace
budget from the weighted allocation. This favours representation of rarer traces on the margin. In
general, the design intent is for easily reproducible outputs, where variation is limited, and which
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discourages the computationally expensive process of sampling over multiple runs. Instead, if a
given granularity is insufficient for a particular use, larger values for the log size and maximum
path length parameters can be used to achieve more granularity.

As play-out logs can be straightforwardly converted to stochastic languages, this provides a
practical approximation to the Trace-Prob problem for SLPNs from Definition 13. A play-out
log M , generated without maximum path restrictions, will include all traces from paths which
have a probability exceeding 1

|M |
. Some models have stochastic languages which fall outside this

guarantee, when they have highly probable traces which exceed the maximum trace length. These
models are rare in practice, and often amenable to inclusion by using a different maximum trace
length. For example, long traces are mostly due to loop constructs in an underlying Petri net. In an
SLPN which terminates, each iteration around the loop will construct new traces of monotonically
decreasing probability. So very long traces produced by loops are often also very improbable.

The algorithm has a worst-case computational complexity of O(b ¨ ω0), where b is the target
log size, and ω0 is the maximum path length. In many cases, a large maximum path length
(ω0 ąą 0) parameter is desirable to ensure representative and non-truncated traces. The use of
the reachability graph (implicitly, via the token game) makes the algorithm combinatorial below
this ceiling. The combination of the play-out log size limit and the maximum trace limit make
it highly practical across a variety of models, as observed in this experimental work. Most of the
exploration measures make use of this form of trace probability estimation, by using the frequency
of traces in play-out logs. This approach both increased the range of possible models and radically
decreased calculation times.

In the implementation, the play-out log size was set to 1000 traces. The maximum path length
was set to 5000 for the first round of experiments and 500 in the second. Almost all play-out logs
experiencing maximum path truncation were from random models, and on a minority of traces.

6.3.3 Stochastic Evolutionary Tree Miner (SETM)

Genetic algorithms try a broad range of solutions according to a process loosely inspired by
the “survival of the fittest” genetic adaptation of biological species to their environment. These
algorithms usually start with some randomly generated potential solutions. The solutions are
evaluated according to a survival function, and the best kept. These are then mutated randomly
according to set rules, and the process is repeated for many iterations, or generations. When
employed for process discovery, these algorithms are termed genetic miners [34].

A novel genetic miner for discovering stochastic process models, the Stochastic Evolutionary
Tree Miner (SETM), was implemented for these experiments. It is based on the Evolutionary Tree
Miner [34]. The SETM generates random PPTs for the initial generation of models. Four possible
mutations are then applied: to add a node (including control flow nodes and silent transitions),
mutate a single node, remove a subtree, or remove useless nodes (specifically to apply Preserving
Compression rules, detailed in Chapter 4). These mutations preserve valid and consistent tree
weights. Models were exported as SLPNs. SETM is suitable for exploring model alternatives in
a laboratory setting, with the quality of final generation models being far higher than random
models, but not at the same level as those from other discovery techniques. An example mutation

112 Process Mining with Labelled Stochastic Nets



CHAPTER 6. QUALITY DIMENSIONS 6.3. EXPERIMENT DESIGN

is shown in Figure 6.2.

Ñ: 3

a: 3 ˆ: 3

b: 2 c: 1

Add Node c: 3

ùñ

Ñ: 3

a: 3 ˆ: 3

b: 2 c: 1

c: 3

Figure 6.2: An example of applying an Add Node mutation on a PPT. The activity to add and
the location in the tree are chosen randomly during mutation.

The SETM was run across 1000 generations with a survival function incorporating all the
exploration measures for that cycle, with equal weight. The model with the highest survival score
in each generation was added to the exploration dataset, generating a spectrum of models of
moderate quality. Any additional exploration metrics were also collected for each model. The
genetic miner yielded results for four of the logs in this experiment; due to timeouts after forty
hours, the two logs with the most activities gave partial results which were not included.

6.3.4 Model Generation

As well as genetic mining, the two other classes of model generation techniques employed were
firstly, random generation, and secondly, existing stochastic discovery techniques.

Random models were created by randomly choosing nodes of Probabilistic Process Trees (PPTs)
(see Definition 25). The random generation included silent, activity and control flow nodes. Models
larger than the arbitrary cutoffs of a tree depth of 30 or 1000 transitions were discarded, and
substituted for another generated model. Models generated randomly were anticipated to have
lower quality.

Models generated by existing stochastic discovery techniques were also included, and were anti-
cipated to be of higher quality. Public implementations of stochastic process discovery techniques
for GSPNs (those in chapters 3 and 4, and GDT_SPN discovery [130]) created a further 103
models relating to the selected event logs. State of the art stochastic discovery techniques yield
higher quality models than the other two generation methods, but still yield low-quality models in
a number of cases. This meant the discovery dataset still contained a wide range of metric values.

A total of 9301 models were generated. Metric implementations, SETM, metric reuse, and other
experimental scaffolding, was all implemented in Java using the ProM framework1. Experiments
were run on a Linux clustered data centre using 50 Gb of RAM.

6.3.5 Detailed Exploration Metrics

This section details the measures summarized in Table 6.2. For the measure definitions below, let
event log L P L, model g P SN , ω0 P N. To obtain the play-out log M P L+, the model g is played
out to k traces, then occurrences are scaled to match the original log: M = |L|

k ¨ spg(g, k, ω0).

1. All source code is accessible at https://github.com/adamburkegh/spm_dim. See Appendix A.
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The first measure is a simplification of the stochastic Earth Movers’ distance [95].

EMT Earth Movers with play-out trace weighting.

EMT(M,L) = 1´
1

|L|

ÿ

σPL

max(L[σ]´M [σ], 0)

Two measures address how much of the probability mass of the log is in shared traces.

TMO Trace Probability mass overlap.

TMO(M,L) =
ÿ

σPL ZM

(L ZM)[σ]

|L|

TOR Trace overlap ratio.

TOR(M,L) = |L ZM |

|L|

Analysis of which subtraces occur in both log and model (represented by the play-out log) ap-
proximate fitness.
ARG The Gower’s similarity [75] between activity count ratio vectors. This measure is designed
to be deliberately sensitive to variation between poor quality models, when other measures may
be zero. Given log L, take STn(L) to be the subtraces of length n, σs#L the subtrace frequency
of σs, with each occurrence in a trace counted, and ||L||n to be the total subtraces of length n.
ARG is a special case: ARG=TRG1.
TRGn Subtrace ratios, activity ratios generalized to sub-traces of length n. TRG2, TRG3 and
TRG4 are all measured.

TRGn(M,L) =
ÿ

σPSTn(LZM)

1´ yσ

where yσ =
1

max(σ#L, σ#M)

ˇ

ˇ

ˇ

ˇ

σ#L

||L||n
´

σ#M

||M ||n

ˇ

ˇ

ˇ

ˇ

Two simplified variants of evaluation measure entropy [100], based on play-out logs, are used to
define fitness and precision measures. The first uses bag intersection.

HIFT Play-out entropy intersection fitness.

HIFT(M,L) = min(1, H(L ZM)

H(L)
)

HIPT Play-out entropy intersection precision.

HIPT(M,L) = min(1, H(L ZM)

H(M)
)

The second entropy variant uses SDFA projection [100] function P : L+ˆL+ Ñ L+, where traces
are used as SDFA tokens.

P(L1, L2) =LP Z [xy|L1|´|LP |]

where LP = [σi P L1 | Dją0 σj P L2]

HJFT Play-out entropy projection fitness.

HJFT(M,L) = H(P(L,M))

H(L)
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HJPT Play-out entropy projection precision.

HJPT(M,L) = H(P(M,L))

H(M)

XPU Existential precision adapts Alpha precision [59] by calculating the probability mass of
model traces represented at least once in the log.

XPU(M,L) = 1

|M |

ÿ

σinL

M [σ]

Three simplicity measures are scaled by log size to impose a valid upper bound of 1.

SSENC Structural simplicity by entity count [114].

SSENC(g,L) = max(1´ |P |+ |T |
|L|

, 0)

SSEDC Structural simplicity by edge count [114].

SSEDC(g,L) = max(1´ |F |
|L|

, 0)

SSS Structural simplicity by all structural components in SLPNs. This accounts for stochastic
features not found in existing structural simplicity measures.

SSS(g,L) = max(1´ 1

|L|
(|P |+ |T |+ |F |+ |

ď

tPT

W (t)|), 0)

The following generalization measures are at a trace level, and are taken from example measures
in [9].

TGF1 Generalization by trace floor, genL2Mq
[9]. We also use TGF5 and TGF10 as measures

for trace floors of 5 and 10 respectively.

TGF1(M,L) = |[σ P l|σ PM ^ L[σ] ě q]|

|L|
with q ě 1

TGDU Generalization by trace uniqueness difference, genL2MHB
[9].

TGDU(M,L) = |[σ P L|σ PM ]| ´ |L ZM |

|L|

CSS Structural Complexity incl. stochastic includes both control flow and stochastic features of
a SLPN in a common metric. It is a denormalised inverse of SSS.

CSS(g,L) = |P |+ |T |+ |F |+ |
ď

tPT

W (t)|

MEC Model entity count is a count of places and transitions.

MEC(g,L) = |P |+ |T |

MEC Model edge count is a count of connecting arcs.

MEC(g,L) = |F |

6.4 Results

An exploratory quantitative analysis was performed on model measures from Experiments 1 and
2.
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6.4.1 Quantitative Analysis For Component Identification

Analyses of correlations and principal components [88] were performed to determine commonality
and orthogonality between metrics, that indicated potential quality dimensions. To weigh the
sources of models equally, sources with less than 1000 models had data points repeated as if
resampled. Sample sizes are quoted without resampling. Scaled PCA was used, centring all input
parameters to a zero mean and scaling to unit variance. This allowed metrics such as HRU to
be included in the analysis, even though they could not be included in the genetic miner survival
function, as their range was not known in advance.

Figure 6.3: Correlation between exploration metrics, Experiment 2.

In Experiment 1, some measures were very highly correlated (ą 0.99), and these were ex-
cluded in Experiment 2, as indicated in Table 6.2. Some of these measures may, in retrospect, be
theoretically equivalent. Experiment 2 metric correlation was examined for the exploration and
discovery datasets; exploration metrics are shown in Figure 6.3. Correlation is indicated in blue
and anti-correlation in red, with colour intensity and circle size indicating the strength of correla-
tion. A number of correlated groups of measures can be observed in these results, and the metrics
are ordered so they are clearer visually. A number of groups are already related by concept and
implementation: metrics for logs (LTC,LTE), model complexity (MEC,MGC,CSS), Trace Ratios
Gower (TRG2-4), simplicity (SSENC,SSEDC,SSS), and Entropic Relevance (HRZ,HRR,HRU).
Some metrics showed high correlations even though they were included under different concepts.
While Trace Overlap Ratio (TOR) and Earth Movers’ With Play-out Trace (EMT) are included
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under Probability Mass and Earth Movers’ respectively, the Earth Movers’ Distance measure
definition is closely related to probability mass. Play-out Entropy Intersection Fitness and Preci-
sion (HIFT,HIPT) are correlated, though they are intended to measure quite distinct control-flow
concepts. These measures do share implementation similarities, in that they both use an entropy
calculation over a trace projection. More surprising, perhaps, is the group of five partially cor-
related metrics TRG5-XPU, which includes metrics intended to measure fitness, precision and
generalisation, all together.

It is also interesting to note which metrics are not correlated or are anti-correlated. Activity
Ratio Gower (ARG) is not strongly correlated with any other metric, including other subtrace
ratios (TRG2-4). Metrics for fitness are not strongly correlated with one another, and similarly
for precision and generalisation. The Entropic Relevance metrics (HRZ,HRR,HRU) show some
anti-correlation with the TRG5-XPU grouping, and with some other tracewise metrics.

The two log metrics LTC and LTE showed correlations with the trace ratio measures and the
simplicity measures (-0.45 and -0.63 respectively). In these cases, either the number of traces or
events is a parameter to the measure, so this is to be expected. Correlation between LTC and LTE
and other metrics is low. As these properties were already known, the two log metrics were then
excluded. An Anderson-Darling test for normality showed no variables fit a normal distribution
(p ă 0.001), ruling out techniques such as factor analysis for both experiment cycles.

Figure 6.4: Scree plot of percent of variance explained by each principal component, sorted in
descending order, on PCA for exploration metrics in Experiment 2.

A scaled Principal Component Analysis (PCA) was then used to examine the basis for ortho-
gonal components. PCA outputs a change of basis for a dataset with n measures in which the
resulting n dimensions can be ranked by their maximisation of variance. The result is guaranteed
to produce orthogonal dimensions (in PCA terminology, components), and is often used for di-
mensional reduction by choosing the highest-ranked components. It is employed here to identify
potential orthogonal dimensions with an empirical basis. A scree plot of the variance covered by
the components was used to estimate the number of possible dimensions. Figure 6.4 shows the
scree plot for exploration metrics in Experiment 2. These three components explain 39.3%, 27.5%
and 11.3% of the variance respectively, and the remaining components explain at most 6% each.
Results for the discovery dataset, which includes delicate measures, were similar, explaining 45.9%,
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Figure 6.5: Exploration dataset scatterplot against PCA components 1 and 2. Ellipses and colour
distinguish source logs.

16.9% and 12.3% respectively; these are also similar to Experiment 1’s results. Both experiments
showed three orthogonal components, with a possible fourth, using the elbow technique. This
fourth component was not clearly identified with an underlying concept, and explained less than
10% of the variance. We chose to not include it, for a more conservative analysis, and as it was
not identified with an underlying concept.

We performed robustness tests to examine whether components could be identified with any
element in the experiment setup itself, and for consistency across data subsets. Specifically, com-
ponents were compared to log sources and to model sources (i.e. random/SETM/discovery) to
check whether the PCA was simply identifying these input partitions. Classification by log and by
model source varied across PCA components for both experiments. Figure 6.5 shows one example
classification by log across the first two PCA components for the exploration dataset. Though
models from different logs, as represented by the ellipses, have different quality profiles, they are
not straightforwardly identified with components in either instance. Since this analysis suggests
the components reflect deeper underlying regularities in the dataset, a second round of analysis,
below, breaks these components down further.

6.4.2 New Metrics Yield New Components

Different components were identified by the two cycles of experiments. Within experiments, com-
ponents differ across exploration and discovery datasets, and the order of influence of the second
and third components changes, but similar metrics were associated with them in both cases. In
both experiments, the first component is associated with the Earth Movers (EM) and Trace Gen-
eralization by floor (TGF) measures. A second component is associated with Simplicity measures.
However, in Experiment 1, the third component has an association with Entropy Precision and
Recall (HP ,HF ) and Trace Ratio measures. In Experiment 2, the Structure Stochastic Complexity
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(a) First versus second PCA components. (b) Second versus third PCA components.

(c) First versus third PCA components.

Figure 6.6: PCA biplots for selected metrics on the discovery dataset, comparing three com-
ponents. The approximate orthogonality of the Native Metrics Earth Movers’ Distance (EM),
Simplicity by Edge Count (SSEDC), and Entropic Relevance Zero Order (HRZ) can be observed.

(CSS) and on the discovery dataset, the Entropy Relevance metrics (HR*), are closely associated
with a third component, and not correlated with Entropy Precision and Recall.

To clarify these relationships and seek a more parsimonious description of the data with fewer
input metrics, we performed a second round of analysis. Metrics that correlated with another at
ą 0.9 were pruned. When choosing from a pair of correlated metrics, we prioritised first metrics
from published literature, then metrics that correlated to delicate measures on the discovery
dataset, then conceptually clearer metrics. By conceptual clarity, we refer to a decision about
whether to include the complexity metric CSS, or the simplicity metric used as an input to its
calculation. Since CSS has a known formal relationship to simplicity measure SSS, one of these
metrics could be excluded. Examining PCA biplots, the resulting dimensions were more clearly
aligned with named measures, and hence existing concepts, when based on simplicity, so this was
the metric included. PCA biplots plot measures against two selected PCA components, which
Figure 6.6 illustrates for the discovery dataset in Experiment 2. The six metrics, and the PCA
performed on them across both Experiment 2 datasets, are the immediate underlying data for our
proposed quality dimensions.

In summary, three PCA components are shown across both experiments and across exploration
and discovery datasets. Two components are similar across the two experiments; a third differs in
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composition under the influence of new metrics. A second analysis, centred on the Experiment 2
metrics, suggests candidates for the quality dimensions proposed in Section 6.5.

6.5 Quality Dimensions

From the experimental results above, we propose three quality dimensions, which we name Ad-
hesion, Simplicity, and Relevance, and which we characterise below. To apply these dimensions
for quantitative measurement and comparison, we provide three sets of measures, corresponding
to two interpretations of the experiments. In the first view, the experiments and analysis are
considered to have revealed hidden underlying regularities, akin to physical laws, and correspond-
ing to PCA components, which the combined weighted measures approximate. We call this view
dimensional realism. In the second view, the experiments and analysis are used to reveal which
metrics effectively partition the quality space, by capturing variance and their orthogonality to
other metrics. Those metrics are then used directly, using only scaling, and so this is termed the
native metrics view. Though the problem of choosing synthetic or direct metrics is not a new one
in science, the dimensional realist / native metrics terminology is, to our knowledge, new, at least
as applied to the specific problem of dimensional choice.

6.5.1 Three Model-Log Quality Dimensions

Adhesion To represent how little effort is required to transform one stochastic language into
another, we use the term adhesion. Such a transformation can involve both modifying which
traces the process accepts, and the probability of those traces. An informal interpretation is how
few changes a team needs to make to adhere to a different way of working.

Relevance Relevance measures the informational cost of reconstructing the complete traces
from the event log with the model. The dimension name is directly inspired by the Entropic
Relevance metrics [14]2. This definition also constrains the concept to a trace level view of the
model and log, where completed cases are considered relevant, but even slightly differing traces
are not.

Simplicity Parsimony in models is well-recognized as a virtue in science generally [139], and
a desirable dimension in process models specifically [6, p118]. Simplicity represents the number
of explicit syntactic features of the model. Encoding costs, or the movement of complexity into
a notation, are not considered, but are mitigated in this work by using SLPNs as a common
model structure. Syntactic simplicity, as in this dimension, is also distinct from behavioural
simplicity [89], for example where a model with many elements might describe a process with very
limited behaviour. Behavioural simplicity is more associated with the Relevance dimension.

2As Relevance concerns the amount of information shared between log and model, it is related conceptually
to Entropy, the name used for the second dimension in an earlier conference paper [36]. However, as noted in
Section 6.4, the underlying metrics differ significantly.
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Example models illustrating these dimensions are examined in Section 6.5.4 and in Figures 6.8
and 6.9.

6.5.2 Dimensional Realist View

In the dimensional realist view, PCA components are taken as the model of the underlying space.
After excluding highly correlated metrics, we use those remaining as a synthetic estimator for each
dimension.

In our Principal Component Analysis, each element is centred by its mean and scaled by its
standard deviation. Take the metrics m1...m6 included in the analysis, then mi to be the i-th
metric, x̄i, si to be the corresponding mean and standard deviation, and PXi the PCA loading for
one of the PCA components.

XD = PX1
m1 ´ x̄1

s1
+ PX2

m2 ´ x̄1

s2
+ ...

=
PX1 ¨m1

s1
´

PX1 ¨ x̄1

s1
+

PX2 ¨m2

s2
´

PX2 ¨ x̄2

s2
+ ...

=
PX1 ¨m1

s1
+

PX2 ¨m2

s2
+ ...´

ÿ

i=1...6

Pix̄i

si

This linear equation is reorganised by noting that the concluding sum is a constant, and
renaming the constant factors PXi

si
after their corresponding metrics.

Definition 39 (Dimensional Realist Metrics).

XD = MXXPU ¨XPU +MXTGF5 ¨ TGF5 +MXTGDU ¨ TGDU

+MXHRZ ¨HRZ +MXTRG2 ¨ TRG2 +MXSSEDC ¨ SSEDC +KXD

where KXD =
ÿ

i=1...6

PXi ¨ x̄i

si

and X P tA,R, Su for (A)dhesion AD, (R)elevance RD

and (S)implicity SD, respectively.

The empirically derived factors and constants are summarised in Table 6.4. Min/max scaling
has been applied. For the third dimension, simplicity, the PX values for the entropic relevance
(HRZ) factor is zero at four digits of significance, excluding it. The values for existential precision
XPU are very small (-0.00113), such that it could also be excluded. The PCA component for
simplicity minimised when input simplicity was highest, so we have reversed the signs of the
factors and constant so that high values indicate higher quality. The factors show the conceptual
limitations of dimensional realism: the explicit simplicity measure based on edge count SSEDC
has a similar contribution to both Relevance and Simplicity DR dimensions, and the relevance
metric HRR contributes only slightly more to Relevance than Adhesion.

Unscaled factors, constants and min/max values for this study are in Tables 6.4 and 6.5. The
min/max scaled values in Table 6.3 are derived directly from these.
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Table 6.3: Dimensional realist factors and constants from exploration metrics, after min/max
scaling.

Metric Adhesion (MA) Relevance (MR) Simplicity (MS)
XPU 0.168 -0.0675 -0.00113
TGF5 0.170 0.0349 -0.0916
TGDU 0.158 0.05637 0.109
HRZ -0.00526 -0.00479 0.000
TRG2 0.121 -0.344 -0.463
SSEDC 0.0674 -0.210 0.325
Constant Adhesion (KAD) Relevance (KRD) Simplicity (KSD)

0.342 -0.285 0.126

Table 6.4: Dimensional realist factors and constants from exploration metrics, no scaling.

Metric Adhesion (MA) Relevance (MR) Simplicity (MS)
XPU 1.518 -0.693 -0.087
TGF5 1.540 0.358 -0.709
TGDU 1.425 0.579 0.842
HRZ -0.0476 -0.0492 0.000
TRG2 1.090 -3.527 -3.582
SSEDC 0.610 -2.157 2.518
Constant Adhesion (KAD) Relevance (KRD) Simplicity (KSD)

3.09 -2.92 0.97

The calculations in Definition 39 yield metrics rather than measures, as they may range beyond
[0, 1], including negative values. Min/max scaling was applied to achieve a measure in an applied
setting, as seen in Table 6.3. They are derived by noting that five of the six input metrics are
already normalised within a [0, 1] range. The remaining input metric, Entropic Relevance Zero
Order (HRZ), is observed in experimental data to have a maximum of 52.55 and range of 50.68.
To calculate scale ranges, we treated HRZ as having range [0, 60], and calculated overall ranges
based on the theoretical extremes of each input variable.

6.5.3 Native Metrics View

In the native metrics view, a small number of metrics that partition the space are each identified
with a particular dimension. The metrics are not fully orthogonal, in the sense that they show
partial correlation and do not intersect at perfect right angles. Compared with the dimensional
realist view, this loses some information from the excluded metrics, but it is simpler. Since metrics
were originally designed with the intent to capture some particular aspect of model quality, it is
also conceptually clearer. Native metrics are listed in Table 6.6. Figure 6.7 plots a PCA using only
the selected metrics on the exploration dataset. As the current implementation of Earth Movers’
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Table 6.5: Dimensional realist min/max from exploration metrics.

Adhesion ADM Relevance RDM Simplicity SDM

Minimum -5.94 -6.40 -5.36
Maximum 3.09 3.87 2.38

Figure 6.7: 3D plot of metrics Trace Generalization by Uniqueness (5) (TGF), Entropic Relevance
Zero Order (HRZ), and Simplicity by Edge Count (SSEDC), against PCA dimensions for those
three metrics, on the exploration dataset.

Distance is a delicate measure, we include a substitute of TGF5 (correlation = 0.75) for when it
is unavailable.

Table 6.6: Native metrics for Adhesion, Relevance and Simplicity, chosen by joint PCA orthogon-
ality and conceptual linkage.

Data Set Adhesion Relevance Simplicity

Exploration
Generalization by

Trace Floor (5) TGF5
Entropic Relevance
w. Zero Order HRZ

Structural Simplicity
by edge count SSEDC

Discovery
Earth Movers
truncated EM

Entropic Relevance
w. Zero Order HRZ

Structural Simplicity
by edge count SSEDC

6.5.4 Dimensions In Use On Example Models

To give a sense of the three dimensions, and metrics that approximate them, Figures 6.8 and 6.9
illustrate extreme cases. These can serve as paradigmatic examples of the dimensions. Cases were
informed by using alternative fitness functions for SETM which neglected one or more dimensions,
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a: 20 b: 20 τ : 3

c: 1

(a) Adhesion+ Relevance+ Simplicity+. Covers the bulk of the probability mass and the completed traces
in the log.

a: 20 b: 20

c: 1

e: 1 f : 1

τ : 3

(b) Adhesion++ Relevance++ Simplicity mid-range. Near-perfect probability mass and completed traces,
as well as fitness and precision.

a: 20 b: 20

a: 2 b: 2 c: 2

a: 1 b: 1 c: 1 c: 1

e: 1 f : 1

(c) Adhesion++ Relevance++ Simplicity-. Trace Model.

τ : 20

a: 23
b: 23

c: 4

e: 1 f : 1

τ : 20

(d) Adhesion- Relevance- Simplicity mid-range. Flower Model with event frequencies.

Figure 6.8: Models exemplifying adhesion and entropy variations relative to log LE =

[xa, by20, xa, b, cy2, xa, b, c, cy1, xe, fy1].

and then the resulting models were optimised for extremity by hand. The corresponding metrics
are summarised in Table 6.7.

The examples in Figure 6.8 use log LE = [xa, by20, xa, b, cy2, xa, b, c, cy1, xe, fy1]. Note that
this log has one frequently occurring trace, xa, by, which dominates the probability mass, with
some variations, and one completely different trace, xe, fy. Model 6.8a achieves high adhesion and
relevance by covering the main trace and its variations with plausible weights. In model 6.8b,
almost perfect adhesion and relevance has been achieved at the cost of simplicity. This model
also has perfect control-flow fitness and precision. Trace model 6.8c achieves perfect adhesion and
relevance at the cost of poor simplicity.

Flower model 6.8d has poor adhesion and relevance, despite perfect control-flow fitness. The
flower model is well-known in process mining as allowing every possible trace for its activities [6,
p189 and Fig 6.23]. The many possible alternative traces generated by a flower model mean little
probability mass is devoted to either similar traces (for adhesion) or entire traces (for relevance).
This flower model has weights taken from the event frequencies in the log (equivalent to the
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a: 20 b: 20 c: 20 d: 20

Figure 6.9: Model exemplifying adhesion and entropy variations relative to logs LF and LG .
Adhesion+ Relevance- Simplicity+. Partial major trace relative to log LF =

[xa, b, c, d, ey20, xa, by1, xb, cy1, xc, dy1, xd, ey1].
Adhesion mid-range(-) Relevance mid-range(+) Simplicity+. Half log coverage relative to log
LG = [xa, b, c, dy50, xe, f, gy50].

Table 6.7: Quality metrics for paradigm examples in Figures 6.8 and 6.9

.

Adhesion Relevance Simplicity
ADM TGF5 EM RDM HRZ SDM |F |

A+ R+ S++ 6.8a 0.80 0.72 0.91 0.72 2.76 0.67 4
A++ R++ S+ 6.8b 0.83 0.96 0.94 0.74 1.76 0.35 10
Trace 6.8c
A++ R++ S-

0.91 1.00 0.91 0.62 1.08 0.18 22

Flower 6.8d
A- R mid S mid

0.28 0.00 0.21 0.88 6.37 0.57 29

Partial Major 6.9 LF

Trace A+ R- S+
0.35 0 0.73 0.51 14.42 0.52 8

Half log 6.9 LG

A mid R mid S+
0.65 0.5 0.5 0.73 6.92 0.42 8

.

Frequency Estimator (see Definition 16), but this has had little quality impact without further
structure constraining the space of possible subtraces.

In Figure 6.9, two logs are considered versus the same simple sequence model. In log LF , a
single trace, xa, b, c, d, ey accounts for the vast majority of cases (partial major trace). Every event
except the last is covered, resulting in high (not perfect) adhesion, but poor relevance. In LG (half
log), there are two frequently occurring traces, one of which matches the model perfectly, and one
not at all. As half probability is a state that can minimise entropy, we expect somewhat higher
relevance, with at best mid adhesion.

In Table 6.7, we can see how the metrics identified in Sections 6.5.2 and 6.5.3 perform against
these extreme cases. To calculate these figures, a modification had to be made to the dimensional
realist metrics, as the SSEDC metric returns zeroes for very small logs, such as those explored in
this section. We substituted a small log variant which divided model edge count by the product
of trace variants and average trace length in the dimensional realist measures, and provide edge
count (|F |) as a substitute for the native metric.

For Adhesion, the earth movers (EM) and ADM metrics reflected the process edits needed
across all models. Trace Generalization by floor (TGF5) generally followed the pattern, but
returned zero for the Partial Major Trace scenario, due to the small log.

For Relevance metrics, the Entropic Relevance (HRZ) metric behaves consistently with ex-
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pectations across the models, though it also shows correlation with Adhesion metrics and makes
it difficult to construct a scenario with high relevance and low adhesion. The RDM measure does
show high relevance for the Flower model. Though being able to map models to all corners of
orthogonal dimensions does meet one goal, the conceptual obscurity may undermine use of this as
a productive design constraint for model construction.

For Simplicity metrics, both the edge count and the SDM measure show some consistency with
expectations. The SDM measure punishes the perfect model more than the trace model, however,
which is due to the influence of factors such as Trace Ratio (TRG2), and again works against
intuitive understanding.

6.6 Discussion and Limitations

So far, as shared in Section 6.4, we have seen variations and correlations across the twenty-five
metrics collected on 9301 models generated from six real-life logs. These have been analysed
quantitatively, identifying the three quality dimensions Adhesion, Relevance and Simplicity. We
saw that these components were not associated with known regularities in the experimental inputs,
in the form of logs or generation sources. We chose metrics based on the dimensions using two
alternative dimensional interpretations. We also investigated example models at the extremes of
the dimensions, based on these metrics.

In this section, we discuss the two dimensional interpretations, Dimensional Realism versus
Native Metrics, in more detail. We also cover potential applications, and limitations of the current
design.

6.6.1 Contrasting Dimensional Interpretations

The two interpretative views we introduce have complementary strengths and weaknesses. Di-
mensional realism (DR), by treating PCA components as real underlying structures, allows for
the revelation of features not directly illustrated by any given metric. Being based directly on
the outcome of a principal components analysis, DR is also guaranteed to yield perfectly ortho-
gonal dimensions. Yet that same guarantee, and the “synthetic” nature of PCA, also makes DR
dimensions sensitive to the exact metrics chosen as inputs. As new metrics are proposed by the
community, or excluded for changing design reasons, the associated dimensions will change.

Native metrics allow for a clearer association between the design concept of a particular metric,
the resulting measurement on a specific model, and the dimension it is identified with. However,
they lose some information on the underlying quality space, being limited to one metric per
dimension. Those metrics also only approximate orthogonality, and may occlude features that DR
metrics can indirectly indicate.

6.6.2 Potential Applications

Stochastic phenomena are widespread in the real world, and stochastic models are used widely
in settings from Operations Research [160], to healthcare [113] and performance prediction [148].
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For stochastic process models specifically, more automated discovery techniques are emerging, but
existing metrics for evaluating their quality are not sufficient. To use these discovered models
intelligently, more widely applicable metrics, and a better understanding of their meaning and
relations, are needed. We envision the dimensions and metrics proposed above can advance this
understanding.

It is often necessary in process modelling and mining to choose among potential representations
based on a specific use case. For example, very detailed models with lots of elements may be very
accurate, but make a descriptive model difficult to explain. The decision is ultimately one of
practitioner judgement. Using these dimensions, and their associated metrics, that judgement can
now be better informed in a fine-grained way. A practitioner or modeller can decide how much their
model adheres strictly to the process it describes, or how much information on complete traces
to sacrifice in working with a simpler model. Better tooling can help share this information with
users in the right context. For example, an intelligent slider or two dimensional “colour-picker”
widget could allow a user to navigate the right level of quality and complexity for their use case.
Commercial process mining tools already make use of frequencies. This implicit use of stochastic
models could be made explicit, and our work above can help in designing and implementing such
features. For instance, there is little point in calculating two highly correlated metrics.

Another strength of stochastic model comparison can be in exploring change in processes over
time, a phenomena known as concept drift. The Earth-movers’ distance metric (EM) has been
used to measure this kind of change [30]. Using these approaches, we can imagine a plant manager
seeing their manufacturing process has changed, because of the changing importance of existing
paths of workflows in the plant, a condition hard to detect without a stochastic perspective. Tools
might visualise the impact of the change, for more rapid, productive troubleshooting.

The metrics based on play-out trace probability (Definition 36) may now be calculated on more
types of models, and with relatively low computational cost. Our public reference implementation
also shows the feasibility of implementing these metrics in industrial tools.

6.6.3 Limitations

Although a wide range of models and logs were used, other datasets may reveal other elements.
Larger logs of over 200,000 traces or 16 activities were not used, and SETM use was limited by
larger numbers of log activities. The stochastic models used were limited to SLPNs, though some
of the discovery models were derived from discovery algorithms with BPMN output, and a mix of
discovery algorithms was used. The use of PPTs for random generation and for the seed generation
in the SETM limits the possible models generated, though it also constrains them to structured
models with consistency constraints on stochastic weights.

The example models in Section 6.5.4 help show the dimensions in use and build an intuition of
how these quality dimensions apply in practice. A model with high Relevance and low Adhesion
was not identified in this research: the closest was a model with middling to low Adhesion (in
Figure 6.9). Such a model would be informative, make the examples symmetrical, and clarify the
relationship between different dimensions in practice.

That new metrics changed the dimensional analysis shows the way this empirical work will
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have to evolve as new data is available. Models discovered from synthetic data can also be used to
deepen our understanding of quality measurement of stochastic processes. As an experimentally
derived theory, further experimentation will be the ultimate test of generality for all of the proposed
dimensions.

6.7 Summary
Organisations may be understood by what they do, and what they do may be described by
stochastic process models. To understand the quality of such models, we conducted two experi-
ments studying stochastic process model quality metrics and relationships. Models were generated
from six real-life logs and collected using both random model generation and stochastic process
discovery. Analyzing a variety of computationally cheap metrics across thousands of models, and
metrics from the literature, three quality dimensions were observed with the help of principal
component analysis. We named these dimensions Adhesion, Relevance and Simplicity, evolving
our understanding of the three dimensions during the course of the experiments and analysis.
Based on the analysis, we suggested possible metrics for these dimensions, and showed their use
on example models demonstrating their extremes. A number of avenues are open for future work.
The methods here suggest extensions of existing techniques, and new implementations of those
techniques. Large model datasets may be used to expand the empirical foundations of process
mining in other ways. By integrating the dimensions and their associated metrics into process
mining tools, further research can be done on use by practitioners. Lastly, it is a spur for the
invention of new metrics based on these dimensions, and for the theory to be challenged with
further empirical tests.
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Chapter 7

State Snapshot Discovery and
Qing Civil Service Case Study

The Chinese like to say that history is a
mirror. But sometimes, history is a
periscope, forcing the viewer to observe
at an angle.

Rana Mitter
China’s Good War [116]

To date, process mining [6] has been applied to modern organisations such as businesses and
governments, particularly those with large quantities of data available in their IT systems. These
techniques allow investigators and managers to understand and improve these organisations, often
in an industrial or governmental setting. Process mining can also be used to help understand
other organisations and questions beyond management science.

In this chapter, we apply stochastic process discovery to a historic setting, to examine a long-
lived institution of historical interest, the Qing (1644-1911) Chinese civil service. We use data
assembled by historians on civil officials during the 19th century. In such a setting, information
systems that log detailed millisecond-precision event data are not available. We present a new type
of input log that is more likely to be available in historical contexts, a matching stochastic discovery
technique, a visualisation of these models, and an application of our approach to historical data of
civil servants’ careers in the Qing. We describe this structure as a state snapshot log, and present
a new discovery technique, the State Snapshot miner, for constructing stochastic Petri net models
from such logs. A case study shows its use in analysing promotion paths for elite graduates in the
Qing civil service.

Qing dynasty civil service personnel records allow us to understand a historically important
institution in Chinese and world history [68, 47]. China has a long tradition of administration by
a formal bureaucracy with well-defined procedures for the appointment, review, and promotion,
transfer or termination of officials. From as early as the mid-18th century to the end of the
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Figure 7.1: A civil servant roster jinshenlu page from 1897 (volume: Juezhi Quanlan, Guangxu 23,
Winter) for a Board Director (郎中), person_id 188420067500 in the CGED-Q database. Harvard
Yenching Library.

Qing in 1911, the government issued a roster of all regular civil officials, the jinshenlu 缙绅錄,
every three months. Figure 7.1 shows a sample page from this roster for a Board Director (郎中)
named Li Shaofen. It includes the official’s name, current roles, qualification, the organisation (e.g.
department or bureau) they work in, and other information. An elite official could hold multiple
appointments at one time, and these concurrent roles often have mismatched durations. This
combination of recording state observations at fixed intervals, and those states holding multiple
features from the same feature dimension, is common in other historical sources such as population
registers and censuses, due to the expense of recording fine-grained, low latency data.

Social science historians have transcribed available editions of the jinshenlu from 1760 to 1911
to produce the China Government Employee Database-Qing (CGED-Q) [40, 47] . Their program
of historical research using these and related data to which it has been linked takes “an exploratory
and inductive approach to discover basic facts about the Chinese past that are not readily apparent
from traditional approaches in history” [47]. They have used the CGED-Q to study time trends
in the composition of civil officials and conduct case studies of specific groups of officials.

This chapter focuses on a process mining research question: How may we discover models of
processes from records of concurrent states? This helps advance historical research examining the
career paths of Qing dynasty civil servants, as pursued by professional historians. The application
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of process mining to historical data not produced by a modern information system, and the
investigation of the Qing civil service career paths with a computational analysis of aggregate
paths, are both novel.

Our solutions are suggested by the structure of this historical data. Firstly, appointments held
by a particular official at a particular date are better thought of as a state than an event. This
marks a change from the currently dominant input for process mining: the event log. We instead
characterise our input as a state snapshot log, formally defined in Section 7.3.1, where the concepts
of cases and traces are retained, but each trace entry is associated with a set of roles. Secondly,
the output model must represent concurrent appointments. We use a weighted Petri net where
places are labelled, rather than transitions. A weighted Petri net is more concise than a Finite
State Automaton (FSA) and represents concurrency more clearly than a Direct Follows Graph
(DFG). A new discovery algorithm, the State Snapshot Miner, is introduced, which constructs
these models from state snapshot logs. These techniques are applied to a 74-year window of
civil service appointments, particularly the paths of elite graduates. The analysis confirms and
complicates the existing understanding of appointments when compared to a normative model
based on the official published appointment rules.

The remainder of this chapter is structured as follows. Section 7.1 reviews existing work specific
to this chapter. Section 7.2 lays out formal preliminaries. Section 7.3 introduces state snapshot
logs and the State Snapshot Miner for process discovery. The case study on Qing civil servant
career paths, and discussion of other applications, is in Section 7.4. Section 7.5 discusses domain
expert insights into the solution, and limitations. Section 7.6 summarises the work in this chapter.

7.1 Related Work

This section surveys existing work in computational history and process mining for promotion or
career paths, especially with stochastic elements.

In recent decades, historians and social scientists have supplemented traditional methods with
techniques that use the power of modern computing to describe, model, and analyse change in
societies, a trend which can be loosely grouped under the term computational social science [50].
Social science fields such as economic history have also used new techniques to yield insights from
large data sets [78]. One inspiration for this research is computational analyses of organisations
in the French Revolution [18], showing identifiable recurring patterns in parliamentary debate
during that period. In East Asian history, multi-decade projects to digitise historical sources
have made new forms of analysis possible [40, 81]. This chapter uses the CGED-Q [47] database,
which collects the Qing dynasty civil service records published in the jinshenlu. Translations for
Qing civil service names have been taken from an established dictionary and related scholarship
on the Qing [85, 46]. Here we focus on a specific subgroup of officials, the holders of the jinshi
(Metropolitan) examination degree, an elite among officials distinguished by their eligibiity for
appointment to high office.

Techniques for unsupervised learning organisational structure from time series data are a form
of organisational mining [6, p281]. This can include mining organisational models, social net-
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work analysis, resource rules or behaviour profiles, as described by a recent survey [159]. In this
sub-field, data attributes associated with operational activities are used to compute models of
the organisation that performs these activities. In the current study, organisational models are
constructed, but the available data is not on operational civil service activities, such as the judge-
ments of local magistrates, or the reports of central government investigators, but on posting and
promotion data itself. This data allows for the construction of a different type of organisational
model, which describes career paths in terms of stochastic control-flows.

Life courses, including career paths, are a well established topic in social science research [54].
Sequence analysis methods [10, 54] identify patterns of life stages in a cohort. Sequences are
compared using similarity metrics in order to identify clusters or typical paths. In process mining
terms, quantitative similarity metrics are calculated by pairwise trace comparison, including using
string edit distance, as in the Earth movers’ distance measure (EM) [95]. Unlike process mining,
sequence analysis does not construct a workflow model, or visualise one. Sequence analysis has
been used on contemporary and historical data sets. A study of German musicians 1660-1810 [10]
identified a number of typical church musician career paths. Like the Qing officials in this chapter,
musicians could hold simultaneous roles. There, simultaneous roles were excluded; here, our
discovery technique accommodates such roles. The sometimes long and complicated career paths
of Qing officials have also motivated the development of an interactive browser for CGED-Q
data [156], including visualisations of cohort and group mobility; workflow models, as in process
mining, would be a complementary addition.

Though the lessons of Roman history for process science have been discussed in scholarly
speeches [128], to our knowledge, process mining techniques have not previously been used on
datasets from before the advent of modern information systems. Process mining has been applied
to modern career paths. An analysis of 35 years of data on employees at a Portugese public
organisation [137] found process mining less than insightful, while noting that employees at that
organisation rarely changed roles. Direct Follow Graphs (DFGs) were used, and job roles were
equated with DFG transitions, on a 585 person data set. University student career paths were
used for experiments in declarative process mining [21], using a five-year, 813 student data set
from an Italian university. A discovery technique constructed predictive models consisting of both
logical rules and associated probabilities, given a conventional event log input.

The State Snapshot Miner that we introduce in this chapter creates models in the form of a
stochastic Petri net variant. Other forms of stochastic process discovery are designed to work with
event logs, such as estimation on a control-flow model as in Chapter 3, reduction on weighted
process trees as in Chapter 4), Stochastic Labelled Petri Nets with dynamic weights [99], or
estimation with input place-transition Petri nets [130] or Data Petri Nets [112]. The State Snapshot
Miner, by contrast, is created to deal with the challenges of state snapshot logs and concurrent
roles.
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Figure 7.2: Example Place-labelled Petri net.

7.2 Preliminaries
A role is an observable element performed in a process. The set of all roles is R. In this chapter
roles are restricted to natural language strings describing a civil service appointment, such as
“Senior Examiner”.

Definition 40 (Place-labelled Petri net). A place-labelled Petri net is a directed graph (P, T, F,W,M0),
where (P, T, F,M0) is a place-transition net as in Definition 4. Each place has a capacity of one
token. W : T Ñ R+ gives weights for each transition. As for place-transition nets, marking
M P P(P ) is a set of places with tokens. A transition is enabled when every incoming place has a
token and, if those incoming tokens are removed, every outgoing place does not have a token. Let
Te be this set of enabled transitions for a marking M .

Te = tt P T | ‚t ĎM ^ (t ‚ z ‚ t)XM =Hu

The probability of an enabled transition t P E firing is then given by W (t)
ř

t1PTe
W (t1) .

The set of all Place-labelled Petri nets is denoted PLN . In this chapter, places Place-labelled
Petri nets are simply roles; ie P Ď R. An example Place-labelled Petri net is in Figure 7.2. When
a single token is in the Scholar place, the t2 transition is enabled. When fired, the transition
produces a token for Senior Examiner and returns a token for Scholar. The new marking of {
Scholar, Senior Examiner } does not allow the t2 transition to be enabled again, as both the
Scholar and Senior Examiner output places already hold tokens.

7.3 Discovery With the State Snapshot Miner
In this section we introduce a process discovery technique, the State Snapshot Miner, and discuss
its implementation, applications and limitations. The miner takes state snapshot logs as an input,
which are also introduced formally.

7.3.1 State Snapshots

The set of all case identifiers is represented as Ucase, and the set of all times as Utime. A state
comprises a case identifier, a timestamp, and roles.

Definition 41 (State). A state s is a tuple (c, t, z) P Ucase ˆ Utime ˆ P(R).
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A state models the way officials may hold one or more bureaucratic positions at any moment
in time in this study. In other domains, it could model a network of Internet-Of-Things (IOT)
temperature alarms, which can alert both that temperature exceeds a threshold and that their
battery is running low. Or it could model equities market data, which for some exchanges can
simultaneously report a price, an auction state, and a halt state for a given stock at a given time.

A time series of states forms a state trace.

Definition 42 (State trace). Let R Ď R be a set of roles. A state trace σ P P(R)
˚ is a sequence

of role sets.

A log collects traces. The time attribute of the state is used to order the sequence.

Definition 43 (State snapshot log). A state snapshot log L is a multiset of traces: L P B(P(R)
˚
).

The set of all state snapshot logs is SL. A state snapshot log is constructed from a set of
states by creating a trace for each unique case id, ordered by timestamp, and collecting them in
a multiset.

Table 7.1: Example state log excerpt, SLE , from CGED-Q data.

person id name date (y-m) roles
188330054900 陳冕 Chen Mian 1883-06 { 修撰 Senior Compiler }
189230033500 劉福姚 Liu Futiao 1892-09 { 修撰 Senior Compiler }
189230033500 劉福姚 Liu Futiao 1893-03 { 修撰 Senior Compiler,

正主考 Chief Examiner }
189230033500 劉福姚 Liu Futiao 1894-03 { 修撰 Senior Compiler }
189230033500 劉福姚 Liu Futiao 1897-03 { 修撰 Senior Compiler,

副考官 Vice Examiner }

As an example, consider the log excerpt in Table 7.1. This holds a sample extract for two
officials who were first place, in different years, in the elite palace examination. Note that multiple
roles may be held by one official at a particular date. For brevity, only the first entry for new role
combinations are included.

7.3.2 Discovery

In general, state snapshot discovery is a function SL Ñ PLN transforming a log into a model.
We introduce one such algorithm, the State Snapshot Miner. Some straightforward functions for
calculating direct follows relations are defined, followed by the algorithm itself.

The dff function calculates direct-follow frequencies for a state snapshot log with roles R. It
uses subsequence frequency function sqct from Section 2.1.

dff : P(R)ˆP(R)ˆ SLÑ N

dff(x, y, L) =
ÿ

σPL

sqct(xx, yy, σ) ¨ L[σ]
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The dh function gives frequencies for initial roles and the df function for final roles.

dh, df : P(R)ˆ SLÑ N

dh(x, L) =
ÿ

σ1Ptxxy+σ2PLu

L[σ1]

df(x, L) =
ÿ

σ1Ptσ2+xxyPLu

L[σ1]

The miner can then be defined.

Definition 44 (State Snapshot Miner). Given a log L P SL over roles R Ď R, the function ssm

outputs a place-labelled Petri net model.

ssm(L) = (P, T, F,W,M0) where

pI R R^M0 = tpIu an initial place

pF R R^ pF ‰ pI a final place

P = tpI , pF u Y ta P R | Dσ P L, s P ranσ ‚ a P su

TI = ts P R | dh(s, L) ą 0u initial transitions

TF = ts P R | df(s, L) ą 0u final transitions

TR = t(s1, s2) P RˆR | dff(s1, s2, L) ą 0u

T = TI Y TF Y TR

FI = tpI ÞÑ t | t P TIu Y tt ÞÑ p | t P TI ^ p P tu

FF = tt ÞÑ pF | t P TF u Y tp ÞÑ t | t P TF ^ p P tu

FR = tp ÞÑ (s1, s2) | (s1, s2) P TR ^ p P s1u

Y t(s1, s2) ÞÑ p | (s1, s2) P TR ^ p P s2u

F = FI Y FF Y FR arcs follow role set pairs

W =

$

’

’

’

&

’

’

’

%

dh(t) if t P TI

df(t) if t P TF

dff(t) if t P TR

The miner works as follows. Each role becomes a place. Initial and final places are added to
these. Transitions correspond to either sets of roles (for initial and final transitions), or pairs of
sets of roles. Flows then join transitions going from one set of roles to another, as indicated by the
evidence in the state snapshot log. There is a separate transition for each distinct combination of
input and output role sets, and ones to join the initial and final places, for starting and final role
sets. The weight of transitions reflects how often this distinct combination occurs. Time intervals
where no role is reported for a given case are treated as continuations of the previous model state
(marking), unless they are after the end of the sequence (terminal).

Applying the State Snapshot Miner to SLE in Table 7.1 yields the model in Figure 7.3.
The time complexity of the State Snapshot Miner is linear in the number of state snapshots

and the number of roles. Each state snapshot must be considered in evaluating initial, adjacent,

136 Process Mining with Labelled Stochastic Nets



CHAPTER 7. STATE SNAPSHOT DISCOVERY 7.3. DISCOVERY

and final activity sets. There are 2|R| possible activity sets in a log, and so (2|R|)2 possible activity
set combinations in the worst case. At each iteration through a trace entry, some data structure
indexing activity set combinations must be updated with frequencies. This data structure (say, a
hashtable or tree) can be indexed in log time. The complexity is then

O(||L|| ¨ log((2|R|)2)) = O(||L|| ¨ log 22|R|)

= O(||L|| ¨ 2|R| log 2)

= O(||L|| ¨ |R|) as 2 ¨ log 2 is a constant

To allow managing the complexity of output model visualisations by abstracting away from
infrequent paths, noise reduction is added to this algorithm by pruning transitions below a weight
threshold, and the arcs that connect them.

7.3.3 Implementation and Visualisation

The State Snapshot miner has been implemented in Python1. The output Place-labelled Petri
net models are exportable to PNML or as pm4py objects. It includes optional noise reduction by
transition weight, taking a threshold interpreted as a proportion of the sum of all direct-follow
role set pairs (i.e., transition weights).

The visualisation for Place-labelled Petri nets developed for this project uses conventional ovals
for places and rectangles for transitions. Arc width is scaled with transition weight, and place
size scaled with role frequency. Visualisation support allows the inclusion or suppression of final
places.

1Source and sample data are at https://github.com/adamburkegh/statesnap-miner. See Appendix A.
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Figure 7.3: Model for two sample officials career paths (SLE) discovered by the State Snapshot
Miner.
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7.4 Qing Promotion Paths Case Study

These techniques have been applied to data from the CGED-Q database to examine civil service
career paths.

7.4.1 Background

The Qing state had rules for appointments to civil service positions. Notably for our study,
many officials were appointed based on performance in civil service exams. There were multiple
stages of examination, starting from a prefectural exam, through a provincial exam to national
(or Metropolitan) and palace exams. The exams were highly selective, with approximately 2% of
the adult male population, or 2 million people, presenting for each prefectural examination, but
only 26000 candidates succeeding at the national exam over the entire course of the entire Qing
dynasty [68]. Success at each level of these exams led to the award of a degree, with admission
to the palace exam granting the highest degree: jinshi. Specific rules applied to the appointment
of the jinshi degree holders, which have been the focus of previous scholarship [68, 47]. These
defined a “fast track” of sorts for these elite candidates, where they could be quickly placed in
relatively senior roles.

The CGED-Q, sourced from the original jinshenlu records, holds a rich collection of demo-
graphic and organisational detail. Figure 7.4 is a model in Object-Role Modeling (ORM) nota-
tion [80] mapping key entities and relationships. Here we can see familiar personnel management
concepts such as family name or position, those with analogues in modern universities such as
very precise degree descriptions, and concepts more specific to the Imperial Chinese context, such
as the courtesy name (自號).

The flow-chart in Figure 7.5, adapted from [46, p96], summarises the normative process model
of this appointment and promotion process. Though the candidates had already succeeded at
three exams, a further ranking was provided by a palace exam, hosted by the emperor himself.
Candidates were ranked into three tiers, with the top three candidates constituting Tier 1 (一
甲). These three candidates, and sometimes the top placed candidate in Tier 2, were given posts
at the Hanlin Academy and groomed for high office. The Hanlin Academy was an elite academy
in Beijing that served the imperial court. The remaining Tier 2 and 3 candidates sat a further
exam, the court exam, which determined admission to the Hanlin Academy, or appointment to
less prestigious, but still important, roles in the capital and the provinces. In Figure 7.5 we can
see, for example, that the top candidate in the palace exam was placed into a Senior Compiler
post (修撰), part of a team which drafted and compiled official histories, including the dynastic
history. Being the top graduate earned a specific title (状元) and the distinction was noted in the
jinshenlu and other records.

7.4.2 Data Preparation

To examine elite graduate Qing civil service careers from a process perspective, we used an extract
from the CGED-Q database that covered ethnic Han officials who earned the jinshi degree and sat
the palace exam over the period 1830-1904. The CGED-Q records are most complete after 1830,
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Figure 7.4: ORM conceptual schema for Qing Civil Service Promotions data held by the CGED-Q.
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Figure 7.5: Flow chart of appointments for jinshi 進士 degree holders after taking the palace
exam, adapted from a recent study [46, p96]. Ranks are shown by (Rn), with R1 being the most
senior.
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and the exams were abolished in 1905. This period was a turbulent and eventful one in China,
encompassing the Taiping Rebellion and both Opium Wars. In the current version of CGED-Q,
the challenge of uniquely identifying officials over time, using a combination of name and other
identifiers, has been most completely solved for ethnic Han officials, in part due to the relative
uniqueness of Chinese character names in the period [39]. CGED-Q has established a unique
person_id field as a result of this work. We joined the jinshenlu extract with the examination
records from the same period (會試題名錄) to obtain the palace exam tier. Officials who were
already mid-career in 1830 were excluded.

Table 7.2: CGED-Q Log Subset Statistics, 1830-1904

Palace Exam
Filter

Year
Filter

Events Cases
Max

Concurrent
Roles

Top place None 375 36 18
Top place 3 64 36 3
Tier 1 & 2 Top 7 None 11790 3897 5
Tier 1 & 2 Top 7 3 5299 3897 4

Concurrent roles for an official were sometimes represented as separate records in the same
circular, and sometimes concatenated in a single field in the jinshenlu record. This is an instance
of the Distorted Label event log imperfection pattern [143], a variant extreme enough to result in
role conflation. To resolve this, the role was split according to a new project dictionary of known
roles. Concurrent roles often had partially overlapping time periods and different durations. For
example, an official may have a permanent posting, which lasted a number of years, a temporary
appointment, lasting a few months, and an honour or title which endured.

Honours, such as “gifted the peacock feather” (賞戴花翎), or “member of the Hall of Literary
Profundity” (文淵閣校理 ) were similar to knighthoods in the British system. A number of
synonyms for roles were also remapped to a common role name, in an instance of Synonymous
Labels [143]. For example. those allowed to study at the Hanlin Academy (Hanlin bachelors 庶吉
士) often had the province name or graduating class name included in their role title, and this was
removed. Chronological gaps in sequential appointments, which might indicate unemployment,
were not distinguished from other sequences of states in this log. For elite early career officials in
this period, unemployment would be rare, but gaps of approximately six months do exist in the
CGED-Q database, when the original circular for that season was not available for entry into the
database. Lastly, continuing role combinations were conflated into a single record, and this was
formatted as a comma separated value (CSV) file that could be parsed as a State Snapshot Log
as described in Definition 43. The person_id was used as a case id, the job title as the role, and
the year and month as a timestamp. The resulting log consists of 219276 individual appointment
records. Table 7.2 lists statistics for key subsets of this log.
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Figure 7.6: Roles held by officials who placed first in the palace exam (状元), in the first three
years of their career, 1830-1904.
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Figure 7.7: Roles held by officials who placed first in the palace exam (状元), in the first five years
of their career, 1830-1904.

7.4.3 Early Career Path Models

A variety of models based on different data selections and periods of appointment were produced
for analysis and discussion during the study. Some example insights into the domain gained with
the State Snapshot miner can be explained using the models in Figures 7.6, 7.7, and 7.8. The
state log was filtered by time to produce logs for the first few years of an official’s career. The State
Snapshot Miner was then applied to a variety of filtered subsets for different exam tiers and career
segments. All diagrams for this case study exclude the final place, and the transitions leading
to it (TF ), for clearer visualisation. Arcs and places are also scaled by frequency. Conceptually,
given the domain, all career stages are potentially final markings. The undisplayed transitions
and weights are available in the backing Place-labelled Petri net model.

Figure 7.6 is a model of the promotion paths for the top-placed candidate in the palace exam-
ination over the first three years of their career. Thirty-six officials are in this category, allowing
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for fine-grained models. We can see that this confirms the normative model in Figure 7.5, showing
these officials appointed as Senior Compilers within three years, and often earlier. One excep-
tional official was instead appointed to a privileged position as Household Administrator of the
Heir Apparent, still fulfilling the promise of a fast track. There are also elements not shown in the
simplified normative model, such as officials serving concurrent roles as provincial interns or exam-
iners. Such officials sometimes served briefly in junior roles before starting their Senior Compiler
appointment. In Figure 7.7 shows the first five years after graduation for these candidates, with
more taking on temporary examination roles in parallel with their Senior Compiler appointment.
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Figure 7.8: Roles held by officials placed in Tier 1 or 2 in the palace exam, in the first three years
of their career, 1830-1904. Top seven roles with rank conflation on remainder, noise reduction
0.08%.

Figure 7.8 is a model of the 3897 officials achieving Tier 1 or 2 in the palace exam, over the
first three years of their career. To obtain a comprehensible model, the seven most popular roles
were retained, and the remainder replaced with their civil service rank. Ranks in CGED-Q are
identified at a three band granularity, e.g. 4-6, so these conflated roles are shown as other-4-
6. Noise reduction of 0.08% was also applied. Figure 7.5’s normative appointment model reflects
known regulations for appointment, but the degree to which these rules were actually adhered to is
not well established. The Figure 7.8 model largely confirms the normative paths were respected,
while showing a number of idiosyncratic variations occurred in practice. A number of Tier 2
officials are admitted to the Hanlin Academy as Hanlin Bachelors. 365 proceed onto Junior
Compiler positions, while many others are appointed as Secretaries. Those appointed as County
Magistrates or Prefects do not move beyond that within this two-year period. Lastly, more senior
(and diverse) rank 4-6 openings were possible directly out of the palace examination without
necessarily placing in the first tier.

For these logs, execution of the miner completes in seconds on a Windows 10 machine with a
2.3GHz CPU machine, 10 Gb memory, and Python 3.8.
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7.5 Discussion

In this section we discuss insights shared by our historian collaborators, and the design and
limitations of the miner and formalism.

7.5.1 Domain Expert Insights

Development of the data preparation, discovery algorithm, and visualisation was an iterative and
collaborative process in a team including both technologists and Qing historians, some of whom
were already familiar with computational data science tools, and some of whom who were relative
novices. We conducted structured reflections in the team to consolidate our understanding of the
impact and potential of these process mining techniques.

In general, the historians understood the meanings of directed graph visualisations quickly.
Historians also contributed design suggestions on visual elements that were incorporated in the
tool, and felt part of the design process. The (conventional) Petri net visual representation of
concurrency, though understandable, was also noted as complex or “cluttered” when temporary
and long-term roles were in parallel.

The value of comparison with the normative model in Figure 7.5 was highlighted by historians,
and seen to complement existing domain methods. “There’s a lot of things in eighteenth and
nineteenth century China where there’s deviation between the regulations and the actual practice,
so actually showing that practice largely followed the [...] regulations [...] is certainly quite
important.” The identification and visualisation of typical versus exceptional pathways was seen
as a particular strength.

It was noted that Tier 1 officials, such as the subset in Figure 7.6, have already attracted
significant scholarship using qualitative close reading techniques. Models from larger data sets,
such as the Tier 1&2 combined model in Figure 7.8, were reported as new. “When you get into
categories of people that are too numerous to subject to case studies, then it really gets interesting
to have that [...] zoomed out summary view.” They also see the techniques as having potential for
discovering hidden rules for appointments that are not documented in official manuals.

7.5.2 Limitations

The current miner does not support multiple places having the same role, or silent places with no
observed activity.

The miner gives a way to represent models in a diagram with a well-defined formal semantics
derived from stochastic Petri nets. Other representations are possible. For example, a decision
tree, or Stochastic Deterministic Finite Automata (SDFA) [151], could also represent all of the
possible states for a set of official careers. In the case of a decision tree, representing the variation
in paths through particular roles would result in a large number of entities. For an SDFA, the
number of entities would be smaller, but each unique state would have to correspond to multiple
official appointments. Though the state space is finite, its size would still explode as roles and
path variations increased. A similar problem applies to Direct Follow Graphs. A Petri net, where
the state is represented by a marking, allows for a more concise representation of both state and
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concurrent roles. Our historian collaborators were able to understand the diagrams with only a
basic explanation, possibly because places are directly identified with roles.

A limitation on the accuracy of the algorithm comes from using direct-follows frequencies to
provide weights. This can over-represent the probability of such transitions in loops. E.g. the
trace xtbu, tbu, tbuy will contribute 2 to the weight of the (tbu, tbu) transition, and the b place will
occur in a loop, causing a “double counting” effect.

The domain insights of this tool are limited by the degree of data preparation on these historical
sources. For example, the inner join of career records with examination records excludes officials
not in both sources, and there were records in this category. Tier 3 palace examination candidates,
and the top Tier 2 candidate, were descoped from this promotion study due to time constraints.
It is a general rule that the quality of data in a source is a function of how it is used. As this is the
first use of this data for process mining, significant effort was required to reorganise the data into
a suitable activity log shape. Future work that looks at other historical domains, or even other
types of CGED-Q records, will also require time investment in data preparation.

7.6 Summary

The Qing civil service case study shows that process mining concepts and techniques can be applied
well beyond modern information technology settings. Process mining traces its antecedents to an
industrial process improvement tradition, including the scientific management of Frederick Taylor,
the assembly line of Henry Ford, and the twentieth century advent of modern computing [6, p55].
The Qing civil service, and its records, are from a different culture that predates all of these
social changes. Historical, paper-based bureaucracies are also information technologies, and the
behaviour of an organisation may still be understood through its processes, especially if the records
are available in a structured digital form.

The setting still presented significant research challenges arising from the structure of the
data. To meet these, we have introduced state snapshot logs, a discovery algorithm, the State
Snapshot Miner, for discovering stochastic process models from such logs, an implementation, and
a visualisation of the resulting models. Models of the early career paths of elite officials show
conformance to the bureaucratic rules of appointment, and variation and complications in how
such rules were followed in practice. For instance, promised appointments may be awarded after
a short period in less prestigious roles, even after an official had achieved exceptional performance
in examinations. These insights are difficult to obtain using qualitative close reading methods,
which focus on individual officials, or quantitative statistical methods insensitive to paths.

Looking forward, state snapshot mining can also be used in a more exploratory mode, especially
if the tools are extended to allow interactive data selection, constraint, and filtering. Other uses
of the miner might include Internet of Things (IOT) sensor data, where multiple sensors capture
the state of a system at intervals. The use of process mining techniques on historical data can be
extended using the formalisms introduced in this chapter. More broadly, progress by historians
applying computational and quantitative methods has made many historical datasets available,
and we see understanding this “long history of information systems” as a rich and promising area
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of research.
From the perspective of stochastic process mining, this chapter explores structures which are

not simple “overlays” of transition weights on control-flow models produced by existing discovery
techniques. In the terminology introduced in Chapter 3, the State Snapshot Miner is a direct
discovery algorithm, as it is not decomposed into separate control-flow and estimation steps. The
stochastic model elements were of immediate interest to our domain expert partners, who wanted
to identify normative paths and “modal pathways” in their data. This chapter also explores how
visualisations may complement the stochastic elements of models, based on expert user feedback.

Place-labelled Petri nets may have further extension using duplicate-labelled places, or com-
bining labelled places and labelled transitions, for example where some states and some events can
be identified from sequential data. The use of such models would also benefit from a calculation
for trace probability.
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Chapter 8

Conclusions

I am a theater of processes, he told
himself.

Frank Herbert
Dune [82]

In the course of this thesis we have investigated how processes in organisations can be un-
derstood using stochastic models mined from sequential data. We have introduced a number of
techniques to discover labelled stochastic net models (RQ1), and to answer conformance questions
on such models (RQ2), specifically, calculating trace probability (RQ2.1) and articulating process
model quality dimensions (RQ2.2). We also stated solution criteria. This chapter concludes the
thesis, summarising solutions in Section 8.1, and reviewing against solution criteria in Section 8.2.
Section 8.3 considers limitations, and Section 8.4 discusses potential future work.

8.1 Summary

Chapter 3 addressed the question of discovering stochastic process models when control-flow mod-
els already exist, RQ1.1. A new framework for weight estimation was introduced, as well as six new
estimators for producing Stochastic Labelled Petri Nets (SLPNs) from log and control-flow model
inputs. The estimators were competitive with existing public implementations in experimental
trials, and returned meaningful results on a broader range of input logs and models.

Chapter 4 addressed direct discovery of stochastic process models from logs, without an inter-
mediate control-flow model. To do so, it described a new formalism, Probabilistic Process Trees
(PPTs). These are weighted process trees with probability semantics and weight constraints, and
a translation to SLPNs. Formal properties of PPTs were explored, and used in introducing a
new framework for discovery algorithms, the Toothpaste Miner framework. These apply reduction
rules with known quality properties until a final model is output when no more rules can be ap-
plied, and execute in polynomial time. In experimental trials against other discovery algorithms,
including those in Chapter 3, Toothpaste Miner achieves good consistency and quality, trading
this off against model simplicity.
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Chapter 5 used PPTs for a novel solution to the conformance problem of trace probability
(RQ2.1), Trace-Prob. Exact closed-form solutions on some classes of PPT were shown, as well
a solution on all PPTs to within a parameterised approximation bound.

Chapter 6 addressed the conformance problem of quality dimensions for stochastic process
models (RQ2.2). An experimental dataset was constructed based on thousands of models built
from six public logs, existing and exploratory metrics, and a variety of discovery algorithms. These
included discovery techniques in Chapters 3 and 4. Analysis, including of principal components,
then suggested three quality dimensions: Adhesion, Relevance, and Simplicity. These dimensions
were explored with example models, and metrics that to approximate these dimensions were
proposed. This research also resulted in secondary contributions of interest. Firstly, a discovery
algorithm suitable for laboratory work, the Stochastic Evolutionary Tree Miner (SETM), makes
use of the PPTs from Chapter 4, and provides another solution for RQ1. Secondly, a play-out
technique for log generation from SLPNs, which is also an approximation function for stochastic
languages, relating to trace probability and RQ2.1. Lastly, exploratory metrics were introduced
that may be the basis for future conformance work (RQ2).

Chapter 7 challenged the theory and practice of stochastic process mining with a new data
source from the Qing dynasty civil service. The use of process mining on historical data, predating
modern IT systems, was novel. In working with this data to map career paths for elite officials,
we found an expanded idea of sequential data logs was needed. The record of multiple parallel
appointments was conceptualised and formalised as a State Snapshot Log. To discover career path
models using such logs of concurrent states (RQ1.3), a new discovery algorithm, the State Snapshot
Miner, was introduced. This produces a Petri net, with stochastics defined by transition weights,
and where roles are identified with places rather than transitions. The resulting models were used
by historians of the Qing dynasty to validate and contrast with the official appointment rules for
appointing new elite graduates.

8.2 Evaluation Against Solution Criteria
In the introduction, in Section 1.3, we suggested success criteria for this research: that it should
be suitable, conceptual, empirical, formalised, input general, and tractable. In this section we
demonstrate how the criteria have been met. We also comment on discovery algorithm maturity
specifically, using suggested maturity levels DM1-DM4 [158], also discussed in the introduction.

C1 Suitable. Process mining for control-flow models has made extensive use of labelled Petri
nets [6] as a formalism, as it combines deeply investigated mathematical properties with a straight-
forward diagram. This research has followed other stochastic process mining literature [130, 95,
101] in using labelled stochastic nets, mostly in the form of SLPNs (Chapters 3, 4, 6). This
allows solutions from this work to be composed and extended with other techniques in the field.
The new formalism of PPTs, used in Chapters 4, 5 and 6, are also translatable to SLPNs, and
connect to the existing process mining formalism of process trees. In Chapter 7, a different form of
labelled stochastic net is employed, which is still in the family of Petri nets. These structures then
facilitated the computation of discovered process models, trace probabilities, and the investigation
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of quality dimensions. For discovery algorithm maturity, suitability (C1) is also a component of
design quality (DM1), and also helps to illustrate effectiveness (DM4). The detail of the DM4
criteria is stricter than application in a domain, however. It requires demonstration of monotonic
quality improvement on quantitative benchmarks when challenged with real-life logs for which
the underlying process is unknown. This level of maturity has been difficult to demonstrate. In
stochastic process mining, discovery techniques, metrics, metric relationships, and the quality con-
cepts benchmarks represent are all maturing, a situation this research itself has tried to advance.
Without such a demonstration, these discovery techniques do not meet DM4.

C2 Conceptual. New solutions are introduced in each of the research contributions of this
thesis. Mathematical formalisms (C4) have been used to abstract algorithms and techniques away
from domain or technology-specific aspects, such as hospital routines, or particular programming
languages. Where new concepts have been introduced, they have been generalised where appro-
priate. Weight estimation (Chapter 3) and Toothpaste Miner (Chapter 4) discovery techniques
are frameworks with multiple instantiations, and potential future extensions that fit within those
frameworks. The introduction of PPTs was sufficiently general to be used across multiple domain
event logs and process mining problems, and Java and Haskell implementations, in Chapters 4, 5
and 6. The Place-Labelled Petri Nets and State Snapshot Miner introduced in Chapter 7 also
abstract away from the detail of Qing dynasty society to more general problems of reasoning over
sequential parallel states. The quality dimensions in Chapter 6 are the result of a bottom-up
analysis from experiments on real-life data, but they are also a summarisation across multiple
problem domains using terms intended to invite broader process mining use.

C3 Empirically Grounded. Real-life logs are used throughout. Public real-life event logs are
used in investigating weight estimation discovery, the Toothpaste Miner, and analysis of quality
dimensions (Chapters 3, 4, and 6). A novel non-public data source is used for the state snapshot
logs in Chapter 7. The weight estimator and Toothpaste Miner discovery techniques are are also
benchmarked against comparable public alternatives, where they exist, using real-life and public
event logs. For discovery algorithms, this corresponds to maturity level DM2.

C4 Formalised. Formal definitions are provided for weight estimators (Chapter 3), the Tooth-
paste Miner (Chapter 4), trace probability solutions (Chapters 5 and 6), metrics used in dimensions
experiments (Chapter 6) and the State Snapshot Miner (Chapter 7). New data structures underly-
ing these, including PPTs, State Snapshot Logs, and Place-Labelled Petri Nets, are also described
formally. This allows the exploration of formal properties for the Toothpaste Miner in Chapter 4,
such as determinism, or whether quality metrics are maintained under transformation, corres-
ponding at least partly to discovery algorithm maturity level DM3. Solutions which composed
existing techniques, such as the Stochastic Evolutionary Tree Miner (SETM) (Chapter 6) or the
Alignment Estimator (Chapter 3) were not restated in formal detail, as good exact descriptions
already existed in the literature.

C5 Input General. Discovery and conformance techniques in this thesis generally favour
returning timely results on a wide variety of inputs versus supporting only limited inputs. Many
weight estimators (Chapter 3) estimate in linear time, have no input model limitations, and can
be swapped out with alternative control-flow algorithms for model inputs. Toothpaste Miner
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(Chapter 4) and State Snapshot Miner (Chapter 7) terminate with a complex model rather than
no model. Stochastic Play-out (Chapter 6) works with any SLPN input to approximate a stochastic
language. This is a complementary approach to other existing techniques which have stricter input
restrictions. For instance some discovery techniques may not terminate [130], some conformance
metrics require SDFA input models [14, 101], and some conformance metrics are hard to use for
cross-domain comparison [59]. In Chapter 6, we were able to extend Entropic Relevance [14] for
non-SDFA inputs, and provide a broader alternative to alpha precision [59]. Input generality also
facilitated the construction of the large dataset of models and metrics used for the experiments in
that chapter.

C6 Tractable. Five of the weight estimators (Chapter 3), the State Snapshot Miner (Chapter 7)
and Stochastic Play-out (Chapter 6) execute in linear time or a product of linear inputs. The
Toothpaste Miner batch and incremental algorithms (Chapter 4) are polynomial, and executed in
practical times on realistic logs. The Alignment Estimator in Chapter 3 depends on an exponential
function for alignment calculation. The Trace Probability calculation on PPTs in Chapter 5 is also
exponential in the worst case. Competing solutions for these latter problems use solutions such
as Linear Programming, and present similar trade-offs between worst-case polynomial complexity
solutions and solutions that are exponential in the worst case, but may execute quicker in practice
for a number of important cases.

8.3 Limitations and Open Issues
In this section, we discuss limitations and open issues for the research introduced in this thesis.
Limitations were discussed throughout the thesis, and we summarise them here.

• Silence, duplicate labels and concurrency handling in non-alignment weight estimators. For
the weight estimators introduced in Chapter 3, five of the estimators depend on directly
using activity frequencies or direct-follow frequencies, together with the structure of the
input control-flow net. This is computationally cheap (linear time) but does not deal well
with silent transitions or concurrency. Duplicate labels will also result in overestimates of
probability for the corresponding net transitions.

• Loop weights and duplicate labels in estimators and state-snapshot miner. Use of direct-follow
frequencies without loop detection in the non-alignment estimators (Chapter 3) and the
state-snapshot miner (Chapter 7) results in them overweighting the probability of activities
in loops.

• Time complexity of the Alignment Estimator. The alignment estimator (Chapter 3) trades
off computational complexity for more sophisticated fitting of traces and models. Alignment
calculation is an NP-hard problem and performance is impacted accordingly, or improved
by optimisations which trade off accuracy for performance.

• Model complexity and hidden grandchildren in Toothpaste mined models. The Toothpaste
Miner in Chapter 4 achieves polynomial time complexity by doing a form of recursive pattern-
matching local to subtrees. Similar subtrees which may be simplified if adjacent to one
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another cannot be identified when separated by two or more levels of parent tree. In happy
path cases, the intervening nodes are simplified by other rules. In less happy cases, the
redundancy remains, increasing the complexity of the output model.

• Confluence properties of Toothpaste reduction rules. Confluence [27, p10] is a useful property
for term and subtree-rewriting systems. Establishing formally whether the rules in Chapter 4
are confluent would aid in reuse in other discovery algorithms and other formal contexts.

• Time complexity of PPT trace probability. In the worst case, the trace probability calculation
for PPTs in Chapter 5 is exponential. Some optimisations that avoid the worst case for some
types of subtrees are presented with that solution. Other solutions to the Trace-Prob
problem are also super-polynomial. The time complexity of the Trace-Prob problem is an
open research question.

• Empirically derived quality dimensions validation. The proposed quality dimensions in
Chapter 6 are empirically derived, so are particularly dependent on being strengthened or
weakened by further empirical investigation and application. This would be most useful with
new discovery algorithms and quality metrics. Models discovered from synthetic data would
help characterise dimensions more completely. Alternative formulations of the dimensions
in formal analytic terms would also complement the empirical basis and allow more general
reasoning over classes of logs and models. This could parallel work on formal criteria for
control-flow dimensions [9].

Finally, though all active research fields suffer some version of this problem, new metrics and
algorithms have been proposed by others during the course of this thesis. Experimental evaluations
performed against benchmarks available at the time may now be improved to include these new
techniques and measurements.

8.4 Future Work

We have introduced a number of new discovery algorithms in this work, and as we have argued
above, all of them advance the field in some distinctive way. All of them also offer some potential
for extension. The weight estimation framework is a way to understand and compare any discovery
technique that first employs a control-flow model. A recent algorithm for stochastic Data Petri Nets
follows this structure [112]; others could too. The Toothpaste Miner framework could support new
transformation rules and algorithms, particularly those looking to maintain some property under
transformation. Toothpaste Miner techniques might also combine with other discovery techniques,
as a preceding step, such as to turning an event log into a tree with manageable information loss,
before some different computation. The idea, in Toothpaste Miner, of maintaining stochastic
information throughout the discovery computation, might also apply to adaptations of successful
control-flow discovery algorithms. For example, the Split Miner [15] constructs a form of internal
stochastic model to make decisions about noise reduction, only to remove it before emitting the
output model. The problem of mining sequential concurrent states, and using Petri net places to
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model them, as in the State Snapshot Miner, also deserves more research. Even without direct
extension, these solutions establish benchmarks to beat: science can progress by competition as
well.

As well as answering the practical question of how likely is this sequence of activities in this
process, solutions to trace probability are foundational to a number of conformance metrics for
stochastic process models, as many depend on operations performed over a stochastic language.
We speculate that use of stochastic languages, or related structures, will apply to conformance
metrics yet to be defined, or concepts translated from statistics or other parts of data science.
Trace probability solutions may also simplify the formal demonstration of quality properties for
stochastic process discovery algorithms.

Concepts like quality dimensions, including those proposed in this thesis, are strengthened,
or evolved, by application to real world scenarios. This is especially true of empirically-derived
dimensions such as Adhesion, Relevance, and Simplicity. We look forward to these dimensions
being challenged with further empirical tests, and future formal conceptualisation of the underlying
relationships.

Having made novel use of process mining on a historical data set, we hope other researchers will
also explore this new domain. For the CGED-Q database of Qing civil service records specifically,
a number of process mining topics parallel historical questions of interest. For example, clique
analysis might be used to look at influential subgroups in a population, or concept drift applied
over multi-decade timescales.

In closing, consider Figure 8.1, a photo of the Hall of Literary Profundity (文淵閣 ) in Beijing.
It’s in what is now called the Palace Museum, or more commonly in English, the Forbidden City.
Elite officials, such as the ones studied in Chapter 7, were once granted membership of the hall
in recognition of their accomplished literary style, an honour tracked as a title in official civil
service records. It was perhaps the most exclusive library card on earth. We can imagine officials
coming out of the building now, on different paths: some fresh faced graduates, newly appointed,
some composing a poem, some scheming after their next promotion, some assigned to supervise a
regional examination. They walk down the staircase, and across the courtyard, bound for distant
provinces.
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Figure 8.1: The Hall of Literary Profundity, (文淵閣 ) in Beijing. It is the two-storey building on
the left. Photograph by Balon Greyjoy [76].
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Tools

This appendix gives an overview of tools developed in the course of this thesis. All source code is
under open source licenses and links to public repositories are provided.

A.1 Stochastic Process Discovery Miners

A.1.1 Estimators For Stochastic Discovery

Source https://github.com/adamburkegh/spd_we
Language Java
Tool requirements JDK 1.8

This implements the six weight estimators for stochastic process discovery described in Chapter 3.
They are available as a ProM plugin, or can be invoked directly using an API. XES input logs and
Petri net input models are supported. SLPN output can be exported to PNML. Java 8 is used for
ProM plugin support only and the code is compatible with later releases.

A.1.2 Toothpaste Miner

Source https://github.com/adamburkegh/toothpaste
Language Haskell with optional Python wrapper
Tool requirements Stack 2.9.1 with GHC 8.10.7. Python 3.8.

This implements the Toothpaste Miners stochastic process discovery algorithms described in
Chapter 4. Python wrapper scripts using pm4py are provided, which together with a Windows
executable, allow the miner to be invoked without installing a Haskell development environment.
XES log input and PNML output are supported.

Process Mining with Labelled Stochastic Nets 155

https://github.com/adamburkegh/spd_we
https://github.com/adamburkegh/toothpaste


A.2. CONFORMANCE TOOLS APPENDIX A. TOOLS

A.1.3 Stochastic Evolutionary Tree Miner (SETM)

Source https://github.com/adamburkegh/spm_dim
particularly the qut.pm.setm package

Language Java
Tool requirements Java 11 or later

Implements the SETM, a genetic miner for stochastic process models described in Section 6.3.3
of Chapter 6. The SETM produces PPT models of medium quality and is suitable for laboratory
exploration of possible models. It extends the Evolutionary Tree Miner [34] and makes use of the
watchmaker project for genetic algorithms [65].

A.1.4 State Snapshot Miner
Source https://github.com/adamburkegh/statesnap-miner
Language Python
Tool requirements Python 3.11 or later

This implements the State Snapshot miner for stochastic process discovery described in Chapter 7.
It also includes support for reading and exporting state snapshot logs as CSV files, export of models
to PNML and to pm4py objects, and visualisation of models using Graphviz DOT format.

A.2 Conformance Tools

A.2.1 PPT Trace Probability
Source https://github.com/adamburkegh/toothpaste
Language Haskell
Tool requirements Stack 2.9.1 with GHC 8.10.7

A prototype implementation of the trace probability calculation on Probabilistic Process Trees
(PPTs) described in Chapter 5 is available in Haskell and from the command line. The key module
is Toothpaste.TPConform.

A.2.2 Conformance Metrics

A.2.3 Quality Dimension Metrics
Source https://github.com/adamburkegh/spm_dim

particularly the qut.pm.spm.measures package
Language Java
Tool requirements Java 11 or later

These are the implementations of the metrics in Section 6.3.5 of Chapter 6, unless an external
tool is specified (e.g. earth movers distance [95]). In these cases this code wraps the other
implementation. Implementations of the Adhesion, Relevance and Simplicity Dimensional Realist
metrics are also provided.
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A.3 Log Generation

A.3.1 Stochastic Playout

Source https://github.com/adamburkegh/spm_dim
particularly the qut.pm.spm.playout package

Language Java
Tool requirements Java 11 or later

The implementation of the log playout mechanism for stochastic process models described in
Section 6.3.2 of Chapter 6. The key class is qut.pm.spm.playout.StochasticPlayoutGenerator.

A.4 Other Tools

A.4.1 Petri Net Fragments

Source https://github.com/adamburkegh/prom-helpers
particularly the qut.pm.prom.helpers.PetriNetFragmentParser class

Language Java
Tool requirements Java 8 or later
Source https://github.com/AdamBanham/koalas

particularly the pmkoalas.models.pnfrag module
Language Python
Tool requirements Python 3.9

This library allows the creation of Petri nets with short sketches of a few lines in human
readable text that resembles Petri net diagrams. It is particularly useful making easily readable
unit and functional tests. Implementations are available for Java and Python.

A.4.2 Delimited Text Log Parser

Source https://github.com/adamburkegh/prom-helpers
particularly the qut.pm.xes.helpers.DelimitedTraceToXESConverter class

Language Java
Tool requirements Java 8 or later
Source https://github.com/AdamBanham/koalas

particularly the pmkoalas.dtlog module
Language Python
Tool requirements Python 3.9

Delimited text logs allows the specification of simple logs in a text format which parallels
traces in formal process mining work, e.g. the trace xa, b, cy simply becomes the line a b c. They
are particularly useful for making easily readable unit and functional tests. Implementations are
available for Java and Python.
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A.4.3 Chernoff Faces
Source https://github.com/adamburkegh/chernoff
Language Python
Tool requirements Python 3.8

Chernoff faces [49] are a whimsical data visualization technique that exploits the ability of
human brains to recognize small differences in facial features easily. This project generates simple
cartoon-like faces for three quality dimensions, such as those described for stochastic process
models in Chapter 6.
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Estimator Detailed Results

This appendix provides more detailed experimental results on an estimator framework for auto-
matic discovery of stochastic process models, detailed in Chapter 3.

The results used to generate these figures are also available as XML data files at https:
//github.com/adamburkegh/spd_we. The result data is more detailed than the data presented
here. For example, it includes the text of error messages. The source code for the estimator
implementations, test run harnesses and report generation code is available at the same site.

Table B.1 explains short identifiers for miners and miner-estimator combinations used as keys
throughout this appendix. Results are categorized by {estimator}-{control flow algorithm}, plus
GDT_SPN discovery. Figures B.1-B.7 show the results by log across the three quality measures
used.
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(a) earth movers’ EM

(b) entropy-recall HF (c) entropy-precision HP

Figure B.1: Results on BPIC 2013 closed log.
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(a) earth movers’ EM

(b) entropy-recall HF (c) entropy-precision HP

Figure B.2: Results on BPIC 2013 incidents log.
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(a) earth movers’ EM

(b) entropy-recall HF (c) entropy-precision HP

Figure B.3: Results on BPIC 2013 open log.
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(a) earth movers’ EM

(b) entropy-recall HF (c) entropy-precision HP

Figure B.4: Results on BPIC 2018 Control log.
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(a) earth movers’ EM

(b) entropy-recall HF (c) entropy-precision HP

Figure B.5: Results on BPIC 2018 Dept log.
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APPENDIX B. ESTIMATOR DETAILED RESULTS

(a) earth movers’ EM

(b) entropy-recall HF (c) entropy-precision HP

Figure B.6: Results on BPIC 2018 Reference log.
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APPENDIX B. ESTIMATOR DETAILED RESULTS

(a) earth movers’ EM

(b) entropy-recall HF (c) entropy-precision HP

Figure B.7: Results on Sepsis log.
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APPENDIX B. ESTIMATOR DETAILED RESULTS

Short Id Artifact Creator Full Name Type

walign Alignment Estimator
wfork Fork-Distributed Estimator
wfreq Frequency Estimator
wlhpair Activity Pair Left-Handed Estimator
wpairscale Mean-Scaled Activity Pair Right-Handed Estimator
wrhpair Activity Pair Right-Handed Estimator
fodina Fodina Miner [32] Control Flow Miner
inductive Inductive Miner [96] Control Flow Miner
split Split Miner [15] Control Flow Miner
gdt_spn GDT_SPN discovery [130] Stochastic Miner

Table B.1: Discovery technique overview, with estimators and their control-flow in alphabetical
order by short name.
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